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Abstract

We describe a method for continuously improving the ac-
curacy of a large-scale medical automatic speech recognizer
(ASR) using a multi-step cycle involving several groups of
workers. The paper will address the unique challenges of the
medical domain, and discuss how automatically created and
crowdsourced input data is combined to refine the ASR lan-
guage models. The improvement cycle helped to decrease
the original system’s word error rate from 34.1% to 10.4%,
which approaches the accuracy of human transcribers trained
in medical transcription.

Introduction

Dictated medical reports pose many challenges to automatic
speech recognition (ASR) due to the linguistic complex-
ity of the domain, the acoustic environment, and the way
speakers handle dictation. First, highly complex, domain-
specific medical terminology including thousands of drug
names render the use of standard language models inef-
fective. Hence, medical dictation faces a significant out-of-
vocabulary challenge (see Table 2 below where a language
model trained on more than 100 million tokens results in
more than a quarter of singletons in the vocabulary). Second,
a multitude of different dictation devices (such as PSTN tele-
phony, Dictaphone, SpeechMike, Digital Voice Recorders
(DVRs), to name a few), the background noise in hospitals,
hesitations and interruptions, and side conversations affect
quality and intelligibility of the recording. Furthermore, the
nature of medical report dictation creates a new genre of
speech caused by the fact that doctors are not talking to a
human and sometimes are not even aware of the fact that
transcribers (and/or ASR) are listening to the audio to tran-
scribe it, but assume that the recordings are merely stored
for auditing purposes. After a long day of work, doctors of-
ten speak hastily, producing fast connected sentences which
lack clear juncture, boundaries, or formatting commands.
Even itemized lists are often spoken in rapid succession that
is unrevealing of logical boundaries. Yet at other times, long
pauses are inserted in the middle of sentences and intervals
of unfocused speech can be found or prolonged sequences
of hesitations.
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In this work, we present a system that takes in an audio
recording of a medical report and produces a final report
formatted to meet the customer’s requirements. The sys-
tem consists of two steps, ASR and automatic formatting.
While the ASR system produces a transcription (ASR hy-
pothesis) matching the pronounced words in the input au-
dio as accurately as possible, the auto-formatting step trans-
forms the ASR hypothesis into a draft report whose for-
mat resembles that of the final letter. Auto-formatting in-
volves post-processing phrases (such as numbers and dates)
and introducing sentence boundaries, paragraphs, enumera-
tion and bullet lists, physician normals, sections and head-
ings, etc. Furthermore, preamble statements (e.g. “This is
Doctor John Doe dictating”) are removed, directives to tran-
scribers (e.g., “thank you for writing this”, “I’m sorry, re-
move this”) are skipped, and explanatory phrases (e.g., “first
name Kevin K E V for Victor I N”’) and repeated words (e.g.,
“she uh she”) are handled. Moreover, auto-formatting cor-
rects partial phrases in context (e.g., “temp” to “tempera-
ture”); identifies commands and inserts sentences (e.g., “in-
sert my closing statement”); reorders certain sentences; and
extracts standard report fields such as date of birth, date of
service, patient name, doctor name, and type of visit (e.g.,
“orthopedic followup evaluation”).

To continuously improve the performance of the sys-
tem on the previous two tasks as we receive more and
more data from customers, we implemented a Continu-
ous Improvement Cycle, inspired by similar techniques in
large-scale spoke dialog systems (Suendermann et al. 2009;
Suendermann and Pieraccini 2013), which engages a crowd
in the process of audio transcription and report formatting.
The use of medical reports with patient information dic-
tates the use of a private crowd where workers sign a non-
disclosure agreement protecting the content, and the data can
be shared back and forth using HIPAA-compliant channels.
Also, the challenges of medical dictation presented above
apply to humans as well, and thus the use of a well-trained
private crowd is essential to insure the quality of their work
and control their throughput to insure the delivery of final
medical reports on time.
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Figure 1: Production Cycle and Continuous Improvement Cycle.

Crowdsourced Continuous Improvement
Cycle

Before the introduction of ASR, medical transcription ser-
vices depended fully on human transcribers. Traditionally,
medical transcribers are trained to receive an audio record-
ing of a medical report and produce a full-fledged final re-
port directly from the audio. In contrast, our approach is
based on a crowdsourced transcription process deploying
two distinct groups of transcribers. The first group is referred
to as Crowd-T and corrects the ASR hypotheses producing
an accurate one-to-one transcription of the audio with all nu-
merals, hesitations, commands, etc. spelled out. The other
group, Crowd-R, generates formatted final reports, working
off the output of the auto-formatting module. We integrate
these two groups with our system’s Production Cycle which
consists of the following steps (shown on the left side of
Figure 1):

1. The customer’s client software uploads a dictated report
audio file that the ASR system transcribes.

2. Both audio and ASR hypotheses are collected and sent to
Crowd-T for human correction. Starting from automatic
transcriptions not only saves time and reduces costs, but it
also improves the transcription quality. We found that the
ASR system often recognizes words that even the trained

human transcriber would have a hard time understanding.

3. The human transcriptions are then passed to our auto-

formatting module that produces an initial report by 1)
post-processing tokens and phrases (e.g., “three point five
over five period” to “3.5/5.”); 2) removing unneeded sen-
tences and inserting standard statements (e.g., closing
statement and headers); 3) restructuring content into ti-
tles, sentences and paragraphs; and 4) extracting standard
report fields such as date of service and patient name.

4. The initial report is then sent to Crowd-R for quality as-

surance where a worker corrects formatting errors and
produces the final report that is sent back to the customer.

As dictated medical reports keep flowing into our system, it
is essential that we continuously adapt our models to new
language and keep improving the quality of the various sys-
tem components. Since the crowd costs are covered by the
Production Cycle, we build on top of it by implementing a
Continuous Improvement Cycle (shown on the right side of
Figure 1) that shares the audio-to-report pipeline, included
in and paid for by the Production Cycle, and adds the fol-
lowing steps:

1. The text files produced by Crowd-T and Crowd-R are
saved to the transcriptions and reports database. The col-
lection of a certain minimum number of transcriptions



launches the language model (LM) training process which
builds an LM from select files in the database.

2. The LM is evaluated on standard development sets and
compared to the performance of previous LMs. If the re-
sults are equal or better, the new LM is deployed to the
production ASR system; if not, partly automatic', partly
manual error analysis is performed on the new data to
identify the root cause of the deterioration.

We treat transcriptions and text reports as two different
genres of text. Transcriptions capture the way people talk.
They are aligned one-to-one to the audio, where numbers,
dates, punctuation marks, formatting instructions (e.g., “new
header”, “title”, “paragraph”, “next number”) are spelled
out to match the audio. Reports, on the other hand, follow
standards typical for out-patient letters. They are formatted
and structured in a way that is suitable for reading and fast
lookup of information (e.g., fields for Name and Date of
Birth). Since ASR systems expect audio as input, the lan-
guage model must be trained on transcribed text. Final re-
ports, however, are easier to acquire since they are the stan-
dard format used by electronic medical record (EMR) sys-
tems, while one-to-one transcriptions are either discarded or
not generated in the first place. Given the wealth of textual
reports we have access to, it seems intuitive to leverage their
use in training the LM; however, they need to be transformed
to transcription style. This process is the reverse of the auto-
formatting process, and thus has similar rules and models.
After automatically transcribing select reports from the tran-
scriptions and reports database, we use the output along with
select human transcriptions to train our language model.

It is worth mentioning that the two-step crowd transcrip-
tion process facilitates the creation of training data for three
components of our system. The first is the language model
being the primary focus of the present paper. The second
is the acoustic model which can be built and adapted using
the transcriptions along with the input audio. The third is
the auto-formatting component and its reverse which can be
refined by learning from the relationship between transcrip-
tions and final reports. We reserve the discussion of the latter
two components for a separate publication.

Results and Discussion

The ASR system we are using is based on a state-of-the-
art stack with 40-dimensional MFCCs, deltas and delta-
deltas; fTMLLR, ivectors, SAT, GMM-HMM pre-training,
and a DNN-based acoustic model trained on hundreds of
hours medical dictation audio. The language model uses
four-grams with Kneser-Ney smoothing and interpolation to
minimize perplexity.

Before launching the Continuous Improvement Cycle, we
created a baseline ASR system with 106 million tokens
of general medical reports produced by the reverse auto-
formatting component. Corpus statistics are shown in Ta-
ble 2.

'An automatic error analysis is performed by evaluating the
perplexity of each new file against the previous LM in order to
isolate unconventional cases for manual error analysis.

System ASR WER
with LM trained on general medical reports 34.1%
with LM adapted to target population 15.5%
after multiple cycles of tuning 10.4%

Table 1: ASR word error rate (WER) results on the test set.

Gen. med. reports | Target population
# tokens 106M 30M
# types 201K 68K
# singletons 54K 15K
% singletons 27% 23%

Table 2: Corpus statistics.

The test set consists of 19.9 hours of dictations of about
180 physicians speaking US-English. The baseline system,
i.e. the system before launching the Continuous Improve-
ment Cycle, produced a word error rate (WER) of 34.1%,
see Table 1. This is in line with publications on similar do-
mains, for example medical question answering (Liu et al.
2011), who reported word error rates on spoken clinical lan-
guage of between 30.5% and 69.1%.

The first major improvement cycle made use of a set of
over 30,000 reports of the aforementioned 180 physicians
(the “target population”). The resulting system achieved a
substantial performance improvement resulting in a WER
of 15.5%.

Further enhancing the data, tuning language model
smoothing weights to minimize perplexity, tuning the acous-
tic scale, the ivector extraction window, the feature vector
dimensionality, etc. as well as exploring several language
model interpolation techniques resulted in further reduction
of the WER to 10.4%. This result is close to human per-
formance on the medical transcription task. On a similar
database, we have measured a human WER of between 6
and 10%.

Conclusion

The Continuous Improvement Cycle we have described in
the present paper is tailored primarily towards language
model adaptation and tuning and has proved very effec-
tive without creating manual overhead in addition to what
the medical transcripion pipeline requires anyway. We have
shown that a medical dictation system that was originally
trained on over 100 million tokens could be improved from
an original 34.1% to 10.4% by rigorously making use of the
Continuous Improvement Cycle. Further enhancements in-
clude acoustic model adaptation as well as adjustments to
the auto-formatting component and its reverse.

Related Work

Although medical-domain ASR has been reported in some
form since the 1980s (Leeming et al. 1981; Akers 1986;
Matumoto et al. 1987), there is surprisingly little precedent
for the work reported here. In fact, all work prior to 1999
used single-word as opposed to continuous speech recog-




nition. Early works on continuous medical speech recog-
nition (Hundt et al. 1999; Zafar, Overhage, and McDonald
1999; Devine, Gaehde, and Curtis 2000) immediately recog-
nized the importance of including medical domain-specific
terminology in the statistical language model. However, the
physicians (usually radiologists) were themselves enlisted
to provide manual corrections to update the ASR lexicon.
This procedure is untenable for anything except small-scale
work within a single hospital department. Only gradually
in the 21st century have a handful of studies begun to use
non-physician transcriptions for language model training,
and mostly in the single domain of radiology, e.g. (Paulett
and Langlotz 2009), although a small number of single-
domain systems have been reported elsewhere (dermatol-
ogy: (Smith 2002); temporomandibular disorder: (Hipp-
mann et al. 2010)). Our language model methodology scales
to larger volumes of data from multiple subspecialties,
adapting to each specific domain as well as to speaker and
hospital-specific characteristics. Among the few publica-
tions on speech recognition on medical corpora is the work
by (Cao et al. 2011) and (Liu et al. 2011) on clinical ques-
tion answering. Comparable NLP motivations are found in
the extensive work in medical Al and NLP since the 1970s
(reviews: (Clancey and Shortliffe 1984; Cai et al. 2016; Pons
et al. 2016)), which work directly from text records (as op-
posed to voice entry). However, we find a surprising absence
of sophisticated Al or NLP methodology in medical ASR,
other than the aforementioned studies of Cao, Liu, and col-
leagues and a small number of radiology studies (Paulett and
Langlotz 2009; Ringler, Goss, and Bartholmai 2015). Fi-
nally, several tens of papers are written about medical ASR
from an administrative, sociological, or economic point of
view. These generally conclude in favor of the efficiency
and cost-effectiveness of voice vs. manual data entry, but
are not covered here (for reviews, see (Johnson et al. 2014;
Hammana et al. 2015; Lyons et al. 2016)).
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