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Abstract

In this paper, we address the categorisation of speech ut-
terances within the scenario of technical support automated
agents given only one labelled utterance per category . The
categorisation algorithm maps input utterances into bag-
of-word vectors and then applies feature extraction based
on soft word clustering. We analyse two feature extrac-
tion schemes: pole-based overlapping clustering (PoBOC)
and a combination of PoBOC with Fuzzyc-medoids. For
the categorisation at the utterance level, we use the Nearest
Neighbour (NN) approach. Finally, we evaluate the pro-
posed methods on a test corpus with more than 3000 utter-
ances recorded in a commercial dialog system.

1 Introduction

Automated agents for technical support are spoken lan-
guage dialog systems (SLDSs) that automatically resolve
customer care issues over the phone in a similar way as hu-
man agents do [1]. The principal motivation of applying
automated solutions to technical support is to palliate some
of the problems commonly related to technical support call
centers, namely the long waiting time users might experi-
ence, and the cost of training and maintaining a large base
of human agents.
In an SLDS, the interaction modality defines the way how a
user is prompted for his input and, consequently, in which
form the user input can be expected. The optimum inter-
action modality for a successful system design is strictly
related to the application area where the SLDS is to be de-
ployed. Given the intrinsic characteristics of the problem
solving domain, in particular, the high diversity of call rea-
sons to be handled, technical support applications demand
a natural languageinteraction modality. Open prompts are
presented to the users (e.g.Please briefly describe the rea-
son for your call) who are thus allowed to describe the expe-
rienced problems in their own words. Consequently, one of
the first system actions in the dialog process is to perform a
diagnosis of the underlying problem, or symptom, provided
the caller utterance. Once the problem is recognised, the
automated agent carries out a sequence of troubleshooting
steps to resolve the caller problem.
Natural language modality means, however, that we face
an openrange of possible user utterances reporting a sin-
gle problem. The natural language understanding task is to

identify which problem out of a given symptom set a new
utterance belongs to. This task is referred to asspeech ut-
terance categorisationand is typically performed using a
statistical classifier.

Standard classifiers aresupervised–they are trained on a
significant amount of utterances given their problem cat-
egories. These categories are determined by means of man-
ual annotation. One of the major difficulties associated
with the use of supervised classifiers is the extensive hu-
man effort of labelling large amounts of training data by
hand. Moreover, human annotators are humans: They may
annotate similar or even identical utterances with different
symptoms–depending on their mood, time of the day, etc.
Annotation instructions can never cover the variety of ex-
pressions callers use. This leads to gray areas–vague utter-
ances potentially are put into many different places. Also,
when several annotators work together, there is an intrin-
sic lack of correlation. E.g. if annotators label more than
90% of a common utterance set with identical labels, from
the authors’ experience, this is a very good result. This,
however, means that there is uncertainty in 10% of the ut-
terances!

These issues can result in suboptimal training sets which
may affect utterance categorisation performance. Further-
more, the time factor involved in manual compilation of
training data may considerably interfere with the system
adaptability to possible changes in the application domain.

However, while the compilation of labelled corpora for
training becomes very costly, the collection of unlabelled
data is rather inexpensive. This fact motivates the develop-
ment of classifiers, as the one proposed in this publication,
which exploit the availability of large unlabelled data sets in
order to reduce the usage of labelled samples. This is possi-
ble to the extent that appropriate analysis can be conducted
on the unlabelled data, which derive sufficient additional
information to compensate for the lack of labels.

In this paper, we trigger a basically unsupervised categori-
sation algorithm by means of a single labelled utterance
per category providing suggestions on the number and very
gross locations of the reference categories. Our strategy
focuses on automatically expanding the semantic coverage
of this minimally labelled set through a fuzzy clustering of
words into semantic classes performed on the unlabelled
utterance corpus.

In the remaining sections of this paper, we describe the
modules of our categorisation algorithm and, in particular, a
feature extraction method based on fuzzy word clustering.



Finally, we evaluate the algorithm on a manually labelled
test corpus and discuss results and future directions of this
research.

2 Utterance categorisation
with three modules

Automated speech utterance categorisation was introduced
about ten years ago to allow the caller to use unconstraint
natural speech to express the call reason [5]. At the same
time, speech utterance categorisation was capable of dis-
tinguishing many more reasons than directed dialogs, com-
mon at that time, could ever handle.
There is a number of approaches to statistical speech utter-
ance categorisation (see [4]) which, however, are based on a
significant amount of manually labelled training data. Be-
ing provided only a single training utterance per category
requires special modifications of the categorisation proce-
dure as discussed in the following.
Figure 1 provides an overview about the main components
of our algorithm which consists of three modules: prepro-
cessing, feature extraction and categorisation.

2.1 Preprocessing

The preprocessing module applies morphological analysis,
stop word filtering, and bag-of-word representation.
First, a morphological analyser [7] is applied to reduce the
surface word forms in utterances into their corresponding
lemmas.
As a next step, stop words are eliminated from the lemmas,
as they are judged irrelevant for the categorisation. Exam-
ples are the lemmasa, the, be, for. In this work, we used
the SMART stop word list [2] with small modifications: in
particular, we deleted confirmation terms (yesandno) from
the list, whereas words typical for spontaneous speech (eh,
ehm, uh) were treated as stop words.
The categoriser’s vocabulary is then defined as the set of
distinct lemmas in the preprocessed utterances:W =
(w1, . . . , wD). In this work, the vocabulary dimension is
D = 1614 lemmas.
Finally, the lemmas for each utterance are combined as a
bag-of-word. I.e., each utterance is represented by aD-
dimensional vector whose binary elements represent the
presence/absence of the respective vocabulary element in
the current utterance:BW = (b1, . . . , bD).

2.2 Feature extraction

To extract the set of salient features for the classificational-
gorithm, we apply fuzzy classification of theD vocabulary
words into a set ofD′ automatically inferred word senses.
In contrast to hard clustering methods where each input pat-
tern is unequivocally assigned to one cluster, in soft clus-
tering, input patterns are associated to all output clusters
through a membership matrix,M . Hard word clustering is
useful to extract synonym terms, whereas, to deal also with
the existence of polysemous words, fuzzy approaches are
more appropriate. Details of the fuzzy feature extraction
method are discussed in Section 3.

2.3 Categorisation

Given the previous mapping of the vocabulary terms into
semantic classes, a new feature vectorF reflects to what
degree each semantic class is represented in the original ut-
terance. This has been achieved through a matrix product
of the bag-of-words vector by the membership matrixM
calculated in the feature extraction step.

F = BW(1xD) · M(DxD′) (1)

In order to categorise an utterance represented by a fea-
ture vector into one of theN symptom categories, we ap-
ply the Nearest Neighbour (NN) algorithm. This algorithm
requires a codebook of prototypes, which in this work is
composed of one labelled utterance per category. The utter-
ances is then assigned to the category of the closest proto-
type. The closeness of an input utterances to the prototypes
is calculated according to the cosine scoreScos between two
feature vectors,Fa andFb:

Scos(Fa, Fb) =
Fa · F ′

b

|Fa| · |Fb|
(2)

3 Fuzzy word clustering

The objective of the fuzzy word clustering used for fea-
ture extraction is a fuzzy mapping of words into semantic
classes. In this section, we describe the algorithms used for
extracting the membership matrixM that represents this
association (cf. Section 2.2).

3.1 Term vector

A frequently reported problem to word clustering is the ad-
equate representation of word lemmas in vector structures,
so that mathematical (dis)similarity metrics applied to term
vectors can reflect the terms’ semantic relationships [8]. In
the following, we also useterm as a synonym forlemma.
We applied a second-order term co-occurrence criterion [9]
for detecting word-semantic proximities:

Two words are similar to the degree that they co-
occur with similar words.

Consequently, each vocabulary termwi is represented in a
D dimensional vector

Wi = (ci1, . . . , ciD) (3)

wherein the constituentscij denote the co-occurrence of the
termswi andwj , normalised with respect to the total sum
of co-occurrences for the termwi:

cij =
ncij

∑

k 6=i

ncik

. (4)

Here,ncik stands for the total number of times thatwi and
wk co-occur.
In the following, we analyse two term classification algo-
rithms: pole-based overlapping clustering (PoBOC) and a
combination of PoBOC with fuzzyC-medoids.
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Figure 1: Utterance categorisation based on fuzzy term clustering.

3.2 Pole-based overlapping clustering

In the PoBOC algorithm [3], two kinds of patterns are dif-
ferentiated: poles and residuals.
Poles are homogeneous clusters which are as far as possible
from each other. In contrast, residuals are outlier patterns
that fall into regions between two or more poles. The ele-
ments in the poles represent monosemous terms, whereas
the residual patterns can be seen as terms with multiple
related meanings (polysemous). The PoBOC algorithm is
performed in two phases: (i) pole construction, and (ii) mul-
tiaffectation of outliers.
In the pole construction stage, the set of poles{P} =
{P1, · · · , PD′} and outliers{R} are identified and sepa-
rated. Poles arise from certain terms with maximal separa-
tion inside a dissimilarity graph which are therefore known
as the pole generators.
In the multi-affectation stage, the outliers’ memberships
to each pole in{P} are computed. Finally, the termwi is
assigned a membership vector to eachPj pole as follows:

Mij =







1, if wi ∈ Pj

1 − dav(Wi, Pj)/dmax if wi ∈ {R}
0, otherwise

(5)

wheredav(Wi, Pj) denotes the average distance of thewi

word to all objects inPj , anddmax refers to the maximum
of the term dissimilarity matrix.
For computing the semantic dissimilarity of terms, experi-
ments with both Euclidean and cosine distances1 were car-
ried out.

3.3 PoBOC with fuzzy C-medoids

The fuzzy C-medoids algorithm (FCMdd) [6] computes
the fuzzy membership matrixM starting from an initial
choice of cluster representatives ormedoids. We initialise
the algorithm with theD′ pole generators(C = D′) ob-
tained at the pole construction phase of the PoBOC scheme.
The final solution for the membership matrixM is then
reached through the iterative repetition of two steps: (i)
(re)calculation of pattern memberships to theD′ classes,

1The cosine distance metric,Dcos is defined as the negative of
the cosine score,Dcos = 1 − Scos.

and (ii) recomputation of the cluster medoids. The mem-
bership update of the termWi to the jth class is defined
as:

Mij =

(

1
d(Wi,Cj)

)
1

m−1

C
∑

k=1

(

1
d(Wi,Ck)

)
1

m−1

(6)

denotingCk, thekth class medoid,d(Wi, Ck), the dissimi-
larity between the term vectorWi and the medoidCk, and
m, a fuzzyfier factor,m ∈ [1,∞), denoting the smooth-
ness of the clustering solution (m = 2 in this work). The
procedure is iterated until either the updated cluster cen-
troids remain the same, or a maximum number of iterations
is reached.

4 Experiments

In order to evaluate the proposed soft word clustering meth-
ods for utterance classification, we compare the perfor-
mance of anNN classifier directly applied to the bags-of-
words vectors with that after performing feature extraction.
As introduced in Section 1, this is done by comparing the
output categories the proposed algorithm assigns to a num-
ber of test utterances with manually assigned categories
thereof (the reference). If both categories coincide, the au-
tomatic categorisation is considered correct, otherwise it is
counted as error. As overall accuracy, we define

accuracy=
# correctly classified test utterances

# total utterances in test set
(7)

In the following, we describe the test corpus on which we
evaluated the proposed algorithms. Then, we report on the
experimental results and finally discuss the outcomes.

4.1 Corpus description

We used a corpus of 3,285 transcribed and annotated caller
utterances gathered from user interactions of a commer-
cial video troubleshooting agent. Example utteraces (cat-
egories) are:

• Remote’s not working(Cable)

• Internet was supposed to be scheduled at my home to-
day(Appointment)



Table 1: Results of utterance categorisation experiments us-
ing several feature extraction techniques and distance mea-
sures

classifier feature distance accuracy
extraction measure

trivial – – 12.5%
NN – – 45%
NN PoBOC Euclidean 50%
NN PoBOC cosine 41%
NN PoBOC + FCMdd Euclidean 47%
NN PoBOC + FCMdd cosine 45.5%

• I’m having Internet problems(Internet)

The number of distinct categories in this corpus isN = 28.
Most of the original utterances are composed of 1 to 10
words. After preprocessing, we have an average of 4.45
terms/utterance. The final vocabulary is composed ofD =
1614 terms.

4.2 Results

Table 1 shows accuracies on the test set achieved by sev-
eral configurations of theNN classifier: (i) no feature ex-
traction (bag-of-word matching)2, and (ii) feature extrac-
tion based on soft word clustering, using cosine and Eu-
clidean distances between term vectors. As a standard of
comparison, we also report the accuracy of a ‘trivial’ clas-
sifier which assigns the most frequent category to every ut-
terance.

4.3 Discussion

Our experimental results show improvements of more than
10% relative using fuzzy word clustering for feature ex-
traction (PoBOC with Euclidean distance) compared to the
baseline which uses unmodified bag-of-word vectors as in-
troduced in Section 2.1.
Applying the cosine distance produced consistently worse
results than the Euclidean distance. This effect may be
associated to the different numbers of extracted features
generated in the pole construction phase of the PoBOC
algorithm. With the Euclidean distance, a total number
of D′ = 34 semantic classes is inferred, whereas only
D′ = 21 clusters are detected with the cosine distance.
This number is even lower than the number of symptom
categoriesN = 28.
Although the best accuracy on the current scenario suggests
that half of the utterances were misclassified, this number
is higher than we would have expected being provided a
single random example per category.
Human annotators, instead, are potentially given the whole
world knowledge to categorise new utterances. Results with
supervised utterance classification (Naı̈ve Bayes algorithm)

2The notion ofbag-of-word matching can be also denoted as
the inner product between bag-of-word vectors.

on the same type of data with more than 130,000 training
utterances produced a performance of around 73% accuracy
on a similar test set [4].

5 Conclusion

Being given only one sample utterance per category pro-
duces 50% correct classification results in our test scenario
using the PoBOC feature extraction algorithm in conjunc-
tion with the Euclidean distance. Although this results may
not sound very promising, considering the very high costs
of producing training data for supervised utterance cate-
gorisation (our example referred to 130,000 transcribed and
annotated utterances), it may be a practical solution for ap-
plications which require a rapid and cheap design.
In the future we aim at studying the use of confidence mea-
sures which allow for rejecting categorisations which most
likely are wrong. This is to increase the ratio between cor-
rect and incorrect categorisations being one of the most im-
portant criteria in commercially deployed applications.
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