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ABSTRACT
We present NEMSI, a cloud-based multimodal dialog system
designed to have naturalistic interactionswith individuals for
the purpose of screening neurological or mental conditions.
The system has been used by thousands of people captur-
ing audio and video responses to open-ended questions and
structured health surveys.
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•Human-centered computing→ Natural language in-
terfaces.
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1 INTRODUCTION
Neurological and mental conditions are a growing concern
to society. E.g., the death rate among the middle-aged white
population in the U.S. caused by “despair” (suicide or sub-
stance abuse) has doubled over the last two decades [2]. An
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies
are not made or distributed for profit or commercial advantage and that
copies bear this notice and the full citation on the first page. Copyrights
for components of this work owned by others than the author(s) must
be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee. Request permissions from permissions@acm.org.
IVA ’19, July 02–05, 2019, Paris, France
© 2019 Copyright held by the owner/author(s). Publication rights licensed
to ACM.
ACM ISBN ?. . . $?
https://doi.org/?

estimated 16 million people in the U.S. are now affected
by depression disorder [4]. During a similar interval, death
rates fromAlzheimer’s disease climbed by 55%, now affecting
nearly six million Americans [10].
For both aforementioned example conditions it is true

that early detection can mitigate the issue. Early treatment of
depression lowers the risk of suicide, boosts productivity, and
lowers health costs [7]. In the case of Alzheimer’s disease, the
benefits of early detection include behavioral stabilization,
preserved independence, and slowed cognitive decline [5].
However, early detection of neurological or mental con-

ditions is often not possible since many people do not have
access to neurologists or psychiatrists where they live, they
may not be aware of that they should be seeing a specialist,
there is often substantial transportation and cost involved,
and there is a severe shortage of medical specialists in these
fields to begin with. As a solution, we are presenting NEMSI
(NEurological and Mental health Screening Instrument), a
cloud-based multimodal dialog system that conducts auto-
mated screening interviews over the phone, smart phone
app, or web browser to elicit evidence required for detection
of the aforementioned conditions, among others.
Intelligent virtual agents have been considered for use

for clinical applications, including in areas of mental, be-
havioural, or neurological health in the past few years. For
example, SimSensei Kiosk [3] is a virtual human interviewer
specifically built to render clinical decision support. It cap-
tures verbal and non-verbal behaviors to extract distress
indicators correlated with mental conditions such as depres-
sion or PTSD. SimSensei Kiosk deploys real-time computer
vision and speech analytics capabilities to control dialog
management and non-verbal behavior of the avatar. The
study showed that people are generally comfortable sharing
personal information with a virtual agent, even if speech and
video signals are being captured.

[8] presented results of a large-scale effort, funded by
several NSF grants, building a virtual health assistant for
“brief motivational interventions”, for example, interviews
about a subject’s drinking behavior. The described system is
using text input from the subject’s keyboard (or, alternatively,
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a speech recognition hypothesis) along with the information
about the subject’s facial expressions to determine what
next steps to undertake in the interaction. To produce avatar
behavior that is adequate and empathetic, contents of user
responses and their facial expressions are interpreted in real-
time and influence the avatar’s action units.
The NEMSI system draws upon findings from the afore-

mentioned studies, but makes three significant contributions:
• The above systems require dedicated, locally admin-
istered hardware, including cameras, servers, audio
devices, etc. such that the end user can interact with it.
In contrast, the NEMSI system uses end points avail-
able to everyone everywhere (web browser, mobile
app, or regular phone).

• Furthermore, NEMSI’s backend is deployed in an au-
tomatically scalable cloud environment allowing it to
serve an arbitrary number of end users at a very small
cost per interaction.

• Thirdly, the NEMSI system is natively equipped with
real-time speech and video analytics modules [9] ex-
tracting a variety of features of direct relevance to
clinicians in the neurological and mental spaces (such
as speech and pause duration, that are markers to as-
sess amyotrophic lateral sclerosis [6], or geometric
features derived from facial landmarks for the auto-
mated detection of orofacial impairment in stroke [1].)

2 THE NEMSI SYSTEM
As motivated in the introduction, the NEMSI system was de-
signed to deliver screening sessions at scale as conveniently
as possible, while providing central access to results and
session details to providers for diagnosis or analysis. Conse-
quently, it was decided to move speech and video processing
components as well as dialog management into the backend
(the cloud) where they can be easily modified and scaled,
and where captured data and screening results can be kept
on encrypted central storage from which only authorized
individuals (such as the responsible physician) can access
them.
Figure 1 provides a high-level breakdown of the major

components, including
• endpoints (web browsers, native apps, and regular tele-
phony)

• telephony servers handling concurrent traffic, routing,
scaling, recording

• a speech server managing voice activity detection,
speech recognition, speech synthesis, and playback
of prerecorded audio

• real-time speech and video analytics modules extract-
ing features relevant for neurological or mental health
screening
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Figure 1: A schematic of the NEMSI system.

• a voice browser (aka dialog manager) interpreting the
call flow (i.e. the interaction logic)

• web servers and database to serve the call flow to the
voice browser, host model and audio files, and store
system logs, meta data, etc.

• a call flow authoring suite that allows to craft the call
flow in a straightforward fashion using a mix of graph-
ical and code components

• a dashboard providing clinicians with summary sta-
tistics as well as results of the audio-visual analysis
carried out during the interaction

3 NEMSI IN ACTION
As indicated in the previous section, NEMSI can engage with
end users (patients) through several end points. To illustrate
a typical use of NEMSI, we will walk the reader through a
scenario in which an end user is using a web brower portal
for the screening interaction.
End users are provided with a website link to the secure

screening portal as well as login credentials by their provider
(physician or clinic). To carry out a session, they log on,
and first pass a microphone, speaker, and camera check to
assure that the captured signals are of sufficient quality and
that users can hear the dialog system’s voice. Once passed,
they launch the session by clicking the “Start Conversation”
button as shown in Figure 2. This enables the camera whose
captured video screen is shown back to users in a small
window in the upper right corner of the screen. At the same
time, the interactive speaking session is started with the
avatar introducing herself and setting the stage. She then
engages with users in a conversation using a mixture of
structured speaking exercises and open-ended questions to
elicit speech and facial behaviors relevant for the type of
condition being screened for. For example, the avatar may
ask users:

Say /pataka/ ten times as fast as possible
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Figure 2: A screenshot of the NEMSI front end during an in-
teractive session.

which is a typical exercise when assessing ALS or other neu-
rological conditions. On the other hand, open-ended ques-
tions provide a way to capture extended speech responses
of sometimes over one minute duration, allowing to apply a
variety of speech and also language measures, e.g.:

Please describe your current living situation and
how you feel about it. Do you live alone or with
family or friends?

While the interaction is in progress, the speech and video
analytics modules extract the aforementioned features and
store them in the database, along with information about the
interaction itself such as the captured user responses, the
route the system took through the call flow, call duration,
completion status, etc. All this information can be accessed
by the clinicians after the interaction is completed through
a different login to the screening portal. They are able to
browse through sessions of their patients, get a high-level
overview of analytics results through a dashboard, see the
interaction details, and even watch the entire session’s video.

4 CONCLUSION
We presented NEMSI, a multimodal dialog system for screen-
ing of neurological and mental conditions. The system that
is currently under development has already been used by
thousands of people and processed over ten thousand inter-
actions, capturing over 500 hours of audio and video material.

We are working with several clinical partners to test NEMSI
in realistic clinical conditions and run comprehensive stud-
ies on the accuracy of its analytics results, as well as its
effectiveness and efficiency.
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