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SYSTEMS AND METHODS FOR
MULTI-MODAL PERFORMANCE SCORING
USING TIME-SERIES FEATURES

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application claims priority to U.S. Provisional
Application Ser. No. 62/150,368, entitled “Using Multi-
modal Dialog Technology for Assessment of Teachers’
Classroom Interactions,” filed Apr. 21, 2015, and to U.S.
Provisional Application Ser. No. 62/169,752, entitled
“Using Multimodal Dialog Technology for Assessment of
Teachers’ Classroom Interactions,” filed Jun. 2, 2015, which
are incorporated herein by reference in their entireties.

FIELD

This disclosure is related generally to performance evalu-
ation and more particularly to performance evaluation using
non-verbal features.

BACKGROUND

While limited-choice selection items have historically
been used for evaluating abilities of a person, the amount of
insight into those abilities that can be gained through the use
of such testing items is limited. Such evaluation items have
been used in large part due to the ease in scoring those item
types. Given an ability to ease the scoring burden of more
advanced item types, such advanced item types will be used
more frequently, providing enhanced information on abili-
ties of an examinee. For example, when investigating an
examinee’s communication ability (e.g., in evaluating prog-
ress in language learning, in evaluating teaching ability, in
evaluating job aptitude as part of an interview process) it
may be desirable to analyze the examinee’s presentation
abilities with some automatic scoring of those abilities being
provided.

SUMMARY

Systems and methods for computer-implemented evalu-
ation of a performance are provided. In a computer-imple-
mented method of evaluating a performance, motion of a
user in a performance by the user is detected using a motion
capture device. Data collected by the motion capture device
is processed with a processing system to identify occur-
rences of first and second types of actions by the user. The
data collected by the motion capture device is processed
with the processing system to determine values indicative of
amounts of time between the occurrences. A non-verbal
feature of the performance is determined based on the
identified occurrences and the values. A score for the per-
formance is generated using the processing system by apply-
ing a computer scoring model to the non-verbal feature.

As another example, a computer-implemented system for
evaluating a performance includes a motion capture device
configured to detect motion of a user in a performance by the
user. The system also includes a processing system config-
ured to process data collected by the motion capture device
to identify occurrences of first and second types of actions
by the user. The processing system is also configured to
process the data collected by the motion capture device to
determine values indicative of amounts of time between the
occurrences. A non-verbal feature of the performance is
determined based on the identified occurrences and the
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2

values. A score for the performance is generated using the
processing system by applying a computer scoring model to
the non-verbal feature.

As a further example, a non-transitory computer-readable
storage medium for evaluating a performance is provided.
The computer-readable storage medium comprises com-
puter executable instructions which, when executed, cause a
processing system to execute steps. In executing the steps,
data collected by a motion capture device is processed to
identify occurrences of first and second types of actions by
a user, the motion capture device being configured to detect
motion of the user in a performance by the user. The data
collected by the motion capture device is processed to
determine values indicative of amounts of time between the
occurrences. A non-verbal feature of the performance is
determined based on the identified occurrences and the
values. A score for the performance is generated by applying
a computer scoring model to the non-verbal feature.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram depicting a presentation evalu-
ation engine for providing a multi-modal evaluation of a
presentation.

FIG. 2 is a block diagram depicting operations of a
presentation evaluation engine.

FIG. 3A is a block diagram depicting example compo-
nents used in implementing a presentation evaluation
engine.

FIG. 3B illustrates example types of actions “A” and “B”
and corresponding frame numbers in which the types of
actions occur.

FIG. 3C depicts an example histograms of co-occurrence
vector.

FIG. 4 is a block diagram depicting generation of a
scoring model for use in generating presentation scores.

FIG. 5 is a schematic depiction of the computation of
histograms of co-occurrences for a given presentation.

FIG. 6 is a flowchart depicting operations of an example
computer-implemented method of evaluating a presentation.

FIGS. 7A, 7B, and 7C depict example systems for use in
implementing a presentation evaluation engine.

DETAILED DESCRIPTION

Presentations have long been used not only as a mecha-
nism for conveying information but as a mechanism for
measuring abilities of a person giving the presentation. For
example, presentations are often required as part of a school-
ing program (e.g., an oral book report) to measure the user’s
substantive and/or presentation abilities. Such evaluations
can be useful in many other circumstances as well. For
example, as part of a teaching certification process, student-
teachers are often asked to present a short lecture on a topic
with little preparation time. In another example, students in
an English-as-a-Second-Language program may be asked to
speak on a topic to evaluate their communicative abilities in
the English language. In a further example, communication
skills during an interview are examined, especially for jobs,
such as public relations positions, that require strong com-
munication abilities.

Such presentation examinations have traditionally been
human-scored (e.g., by an evaluator watching the presenta-
tion live). Such scoring is time consuming and expensive,
but human presentation evaluations have been consistently
used because of the level of information that they are able to
provide about user abilities. Systems and methods are
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described herein for providing an automated, multi-modal
evaluation of presentations that can enable more widespread
use of presentation evaluations without significant increase
in costs and other difficulties encountered in manual-scored
presentation evaluations (e.g., bias of scorers). For example,
such automatic scores could be utilized as a partial first
round filter of interviewees for a job position having a large
number of applicants.

In examples, the systems and methods described herein
generate an automatic score for a presentation by extracting
time-series features of the presentation, with the time-series
features being based on data collected by a motion capture
device. The time-series features encapsulate information
about the temporal evolution of the user’s motions and other
non-verbal characteristics over the duration of the presen-
tation. For instance, in an example, the time-series features
take into account the temporal evolution of the user’s body
posture and facial features (e.g., facial expressions) over the
duration of the presentation. Such time-series features are in
contrast to time-aggregated features that aggregate informa-
tion across time. As described in further detail below, the
time-series features are able to explicitly model temporal
co-occurrence patterns of the user’s motions and other
non-verbal characteristics over the duration of the presen-
tation. By contrast, time-aggregated features are unable to
model such temporal co-occurrence patterns.

The time-series features described herein are also in
contrast to various other features (e.g., amount, occurrence,
and frequency of body movement, gestures, eye movement,
head turning, etc.) that do not take into account time
information. In examples described below, a time-series
feature is based on histograms of co-occurrences that model
how different motions and other non-verbal characteristics
co-occur within different time lags of each other over the
course of a user’s presentation. Such histograms of co-
occurrences are described in further detail below. The time-
series features of the instant disclosure may be used in the
context of computer-implemented systems and methods that
provide automated, multi-modal scoring of presentations
based on both (i) non-verbal features of the presentations
that are based on data collected by a motion capture device,
and (ii) audio features of the presentations that are based on
data collected by an audio recording device.

FIG. 1 is a block diagram depicting a presentation evalu-
ation engine for providing a multi-modal evaluation of a
presentation. A user presentation 102 is viewed by a motion
capture device 104 configured to detect motion of the user
giving the presentation 102. As referred to herein, the term
“presentation” encompasses various types of performances.
The presentations referred to herein may include, for
example, job interviews, presentations made as part of a
performance-based assessment (e.g., a teacher licensure
exam), oral reports, speeches, business presentations, and
lectures, among others. An audio recording device 106 is
configured to capture audio of the user giving the presen-
tation. Outputs from the motion capture device 104 and the
audio recording device 106 are provided to a presentation
evaluation engine 108. Based on those outputs, the presen-
tation evaluation engine 108 is configured to generate a
presentation score 110.

FIG. 2 is a block diagram depicting operations of a
presentation evaluation engine. Similar to the example of
FIG. 1, a user presentation 202 is viewed by a motion
capture device 204 configured to detect motion of the user
giving the presentation 202. An audio recording device 206
is configured to capture audio of the user giving the pre-
sentation. Outputs from the motion capture device 204 and
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the audio recording device 206 are provided to a presenta-
tion evaluation engine 208. The presentation evaluation
engine 208 includes one or more data processors that are
configured to extract a non-verbal feature of the presentation
202 at 210 based on data collected by the motion capture
device 204 and to extract an audio feature of the presentation
at 212 based on data collected by the audio recording device
206. The presentation evaluation engine 208 is further
configured to generate a presentation score 214 at 216 based
on the non-verbal feature and the audio feature.

FIG. 3A is a block diagram depicting example compo-
nents used in implementing a presentation evaluation
engine. Motion from a user presentation 302 is detected by
a motion capture device 304 (e.g., digital values, voltages,
video imagery). In one example, the motion capture device
includes a depth measurement device (e.g., a Microsoft
Kinect device, infrared sensor, etc.) that captures measure-
ments of the distance of objects from a sensor (e.g., a digital
depth measurement value for each pixel of an array of
pixels) and thus, depth information that can be utilized to
analyze motion of the user. In another example, the motion
capture device 304 is a video camera (e.g., a high-definition
video camera), where marker-based motion capture is per-
formed based on anchor points identified at certain positions
of the user. As those anchor points move from frame-to-
frame of captured video, motion measurements can be
measured. In another example, the video camera is utilized
to measure facial expressions and changes in facial expres-
sions throughout the presentation. An audio recording
device 306, which may include a microphone, is configured
to capture audio of the user presentation 308 for downstream
processing. In one example, the audio of the user presenta-
tion 302 is captured using a microphone of a device, such as
a camcorder, that is also acting as the motion capture device,
as illustrated at 306.

In one example, multimodal data of the user presentation
302 is collected using the following equipment and software
tools: (a) Microsoft Kinect (Windows Version 1) for record-
ing three-dimensional (3D) body motions, (b) Brekel Pro
Body Kinect tracking software (v1.30 64 bit version) for
recording 58 body joints’ motion traces in the Biovision
hierarchical data format (BVH), and (c¢) a JVC Everio
GZHM35BUSD digital camcorder for audio/video record-
ing. In examples, the camcorder is mounted together with
the Kinect on a tripod. Both the Kinect and the camcorder
are placed 1.83 meters away from the front of a speaking
zone in which the user is to present, in examples. It is noted
that this particular configuration of hardware and software is
only an example, and that other motion capture devices,
audio recording devices, and software tools are used in other
examples.

Outputs of the motion capture device 304 and the audio
recording device 306 are provided to a presentation evalu-
ation engine 308 for processing and downstream generation
of a presentation score 310. At 312, the presentation evalu-
ation engine 308 extracts one or more non-verbal features
that are used in the generation of the presentation score 310.
In examples, the one or more non-verbal features include a
time-series feature. To extract the time-series feature, the
presentation evaluation engine 308 processes data collected
by the motion capture device 304 to identify occurrences of
multiple different types of actions by the user. For instance,
the presentation evaluation engine 308 may process the data
collected by the motion capture device 304 to identify
occurrences of various (i) gestures made by the user during
the presentation 302, (ii) postures of the user during the
presentation 302, (iii) facial expressions of the user during
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the presentation 302, and (iv) eye gazes of the user during
the presentation 302 (i.e., eye gazes of certain directions, eye
gazes that are not directed toward the motion capture device
304, etc.).

The types of actions identified by the presentation evalu-
ation engine 308 may further include combinations of dif-
ferent gestures, postures, facial expressions, and eye gazes
(e.g., a type of action identified by the presentation evalu-
ation engine 308 may be a “folded hands” gesture in
combination with a “slumped” posture, etc.). In examples,
the presentation evaluation engine 308 identifies one or
more types of actions from a multitude of K possible actions,
where the K actions are determined automatically by an
automatic clustering algorithm. Such examples are
explained in further detail below with reference to FIG. 5. In
identifying occurrences of these types of actions, the pre-
sentation evaluation engine 308 may process the data gen-
erated by the motion capture device 304 in various ways. For
example, depth measurements from the motion capture
device 304 could be used to detect occurrences of various
gestures (e.g., hand gestures) during the presentation 302. In
another example, magnitudes of pixel value changes or rates
of change of pixel value changes between frames of a video
could indicate occurrences of various movements by the
user. As another example, an occurrence of a non-verbal
posture (or head position/orientation) could be identified
based on analysis of video footage of the user presentation
302. For example, changes in relative distances among
anchor points on the user during the presentation 302 could
indicate slouching at certain portions of the presentation. As
a further example, occurrences of eye contact and facial
expression actions could be identified, such as through
analysis of high-definition video taken during the presenta-
tion 302, which indicate demeanor of the presenter and
appropriateness of eye contact. Occurrences of other non-
verbal actions (e.g., combinations of gestures and postures,
an action or facial expression indicating the user’s mood,
etc.) could also be extracted.

In examples, the presentation evaluation engine 308 pro-
cesses the data collected by the motion capture device 304
to identify occurrences of types of actions by the user that
are based on the user’s head pose, eye gaze, and facial
expressions. It is known that a successful presentation
entails speaker engagement with the audience, which trans-
lates to head postures and eye gazes that are necessarily
directed towards the audience. Thus, in examples, the pre-
sentation evaluation engine 308 identifies occurrences of
actions that target these aspects of the presentation 302.
Head postures are approximated using the rotation attribute
(i.e., pitch, yaw, and roll) of the head through a head and face
tracking engine (e.g., Visage’s SDK FaceTrackl), in
examples. The tracking is activated if and only if the detector
has detected a face in a current frame, in examples. Addi-
tionally, in examples, gaze directions are approximated
through the gazeDirectionGlobal attribute of the Visage
tracker SDK, which tracks gaze directions taking into
account both head pose and eye rotation. Note that, different
from head rotation, gaze directions represent estimated
“eyeball” directions regardless of head postures, and can
potentially measure a speaker’s level of engagement with
the audience. Thus, in examples, the time evolution of basic
head pose measurements (Cartesian X, Y, Z coordinates
along with pitch, yaw, and roll) as well as gaze tracking
information over the entire presentation 302 are used in
computing the time-series feature.

Facial expressions from presenters also contribute to an
effective presentation. Thus, in examples, the presentation
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evaluation engine 308 utilizes an emotion detection toolkit
(e.g., Emotient’s FACET SDK2) to analyze facial expres-
sions. In examples, the emotion detection toolkit outputs the
intensity (e.g., ranging from O to 1) and confidence values
for seven primary emotions (i.e., anger, contempt, disgust,
joy, fear, sadness, and surprise). The presentation evaluation
engine 308 computes the time-series feature based on the
time-evolution of the estimated intensities of the different
emotional states for the presentation 302.

To extract the time-series feature, the presentation evalu-
ation engine 308 also computes values indicative of amounts
of time between the identified occurrences of the different
types of actions. The presentation evaluation engine 308
computes such values by processing the data collected by
the motion capture device 304. In examples, the values are
durations of time. Thus, for (i) an occurrence of a type of
action “A” (e.g., a “folded hands” body posture) at a first
time 5:00 (minutes:seconds) of a presentation, and (ii) an
occurrence of a type of action “B” (e.g., an “open stance”
body posture) at a second time 5:30 of the presentation, the
presentation evaluation engine 308 may compute an amount
of time of 30 seconds between the occurrences.

In other examples, the values indicative of the amounts of
time between the identified occurrences of the actions
include numbers of frames. The motion capture device 304
is configured to collect data that includes a sequence of
frames of video imagery. Thus, for (i) an occurrence of a
type of action “A” occurring at a frame number “3” of the
sequence of frames, and (i) an occurrence of a type of action
“B” occurring at a frame number “10” of the sequence of
frames, the presentation evaluation engine 308 may compute
a number of frames (i.e., 7 frames, in this example) between
the occurrences. The number of frames is indicative of the
amount of time between the occurrences of the types of
actions A and B.

In examples, the presentation evaluation engine 308 com-
putes the time-series feature of the user presentation 302
based on the identified occurrences of the different types of
actions by the user and the values indicative of the amounts
of time between the occurrences. To illustrate the compu-
tation of an example time-series feature, reference is made
to FIGS. 3B and 3C. In FIG. 3B, the presentation evaluation
engine 308 processes data collected by the motion capture
device 304 to identify occurrences of types of actions “A”
and “B” by the user during the presentation. Each of the
types of actions may be, for instance, a particular gesture,
posture, eye gaze, or facial expression, or a combination of
one or more gestures, postures, eye gazes, and facial expres-
sions (e.g., a type of action may be a slumped posture with
an eye gaze directed at the user’s feet, etc.). As illustrated in
the example of FIG. 3B, the presentation evaluation engine
308 identifies occurrences of the type of action A at frame
numbers 1 and 6 of the sequence of frames generated by the
motion capture device 304. Occurrences of the type of action
B are identified at frame numbers 3, 4, and 5 of the sequence
of frames.

The presentation evaluation engine 308 further processes
the data collected by the motion capture device 304 to
determine numbers of frames between the identified occur-
rences. Thus, as illustrated in FIG. 3B, for an occurrence 352
of'the type of action A at frame number 1 and an occurrence
354 of the type of action B at frame number 3, the presen-
tation evaluation engine 308 determines a number of frames
362 (e.g., 2 frames) between the occurrences 352, 354. In
examples, the presentation evaluation engine 308 computes
the numbers of frames between each of the identified
occurrences. In these examples, for a given occurrence of
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the type of action A or B, numbers of frames between the
given occurrence and all other identified occurrences are
computed. This is illustrated in FIG. 3B, which depicts
numbers of frames 362-380 separating each of the identified
occurrences 352-360.

In the example of FIGS. 3B and 3C, the presentation
evaluation engine 308 computes the time-series feature
based on the identified occurrences 352-360 and the num-
bers of frames 362-380 separating the identified occur-
rences. Specifically, in the example of FIGS. 3B and 3C, for
different numbers of frames 7, the presentation evaluation
engine 308 computes (1) a count of a number of times that
an occurrence of the type of action A followed an occurrence
of the type of action B, with the occurrences occurring T
frames apart, (2) a count of a number of times that an
occurrence of the type of action B followed an occurrence of
the type of action A, with the occurrences occurring T frames
apart, (3) a count of a number of times that an occurrence of
the type of action A followed a different occurrence of the
type of action A, with the occurrences occurring t© frames
apart, and (4) a count of a number of times that an occur-
rence of the type of action B followed a different occurrence
of the type of action B, with the occurrences occurring T
frames apart.

To illustrate such values (1)-(4) computed for the example
of FIG. 3B, reference is made to FIG. 3C, which depicts a
table 382. The rows of the table 382 correspond to pairs of
types of actions, and the columns of the table 382 corre-
spond to numbers of frames T separating occurrences of the
actions. For a row (m, n) and a column 7, an entry of the
table 382 indicates a count of a number of times that an
occurrence of the type of action n followed an occurrence of
the type of action m, with the occurrences occurring T
frames apart. For example, the row (A, B) includes counts
of the number of times that an occurrence of the type of
action B followed an occurrence of the type of action A for
various values of T frames separating the occurrences. In
FIG. 3B, for instance, the occurrences 354, 356, 358 of the
type of action B follow the occurrence 352 of the type of
action A, with the occurrences being separated by respective
numbers of frames 362, 364, 366 (i.e., respective numbers of
frames ©=2, 3, and 4). This data is captured in the table 382
of FIG. 3C, which depicts counts of “1” for the row (A, B)
for t=2, 3, and 4.

Likewise, for example, the row (B, B) in FIG. 3C includes
counts of the number of times that an occurrence of the type
of action B followed a different occurrence of the type of
action B for various values of T frames separating the
occurrences. In FIG. 3B, for instance, one frame 370 sepa-
rates the occurrences 354, 356 of the type of action B, and
one frame 376 separates the occurrences 356, 358 of the type
of'action B. This data is captured in the table 382 of FIG. 3C,
which depicts a count of “2” in the row (B, B) for ==1. The
data shown in the table of FIG. 3C captures all of the data
for the identified occurrences 352-360 shown in FIG. 3B.

In examples, the time-series feature computed by the
presentation evaluation engine 308 includes or is based on
the various counts shown in the table 382 of FIG. 3C.
Although the example of FIGS. 3B and 3C is based on only
the two types of actions A and B, in other examples, the
presentation evaluation engine 308 is configured to process
the data collected by the motion capture device 304 to
identify occurrences of more than two different types of
actions by the user. In other examples, for instance, the
presentation evaluation engine 308 is configured to identify
occurrences of different types of actions A, B, and C by the
user. In these other examples, a vector for storing counts of
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8
co-occurrences includes 9 rows (i.e., rows for pairs (A, A),
(A, B), (A, C), (B, A). (B, B), (B, C), (C, A), (C, B), (C. C),
and the vector is populated by determining the amounts of
time between the occurrences and counting the co-occur-
rences, as described above.

The time-series feature that is based on such counts may
be referred to as a “histograms of co-occurrence” feature. As
described above, the histograms of co-occurrence feature is
based on counts of the number of times that different types
of actions (e.g., body postures, gestures, facial expressions,
eye gazes, etc.) co-occur with each other at different time
lags (e.g., different values of t) over the course of the user
presentation 302. The histograms of co-occurrence feature
encapsulates information about the temporal evolution of the
user’s motions and other non-verbal characteristics over the
duration of the presentation 302. Modeling of this temporal
evolution in the histograms of co-occurrence feature may be
advantageous because it takes into account the fact that the
user’s presentation competency may not be constant over the
course of the presentation 302. For example, the user may
get fatigued over time, or be more nervous at the beginning
of the presentation 302 (e.g., thus resulting in repetitive,
cyclic fidgeting behavior, etc.) and gradually settle into a
comfort zone later. Conventional scoring approaches that
aggregate information across time are not able to model this
temporal evolution, in contrast to the systems and methods
described herein. The systems and methods described herein
may thus result in richer features than those used in the
conventional, time-aggregated approaches.

The conventional scoring approaches are also not able to
model temporal co-occurrence patterns. An example tem-
poral co-occurrence pattern is, for example, a pattern of a
certain prototypical body posture following another proto-
typical body posture during certain parts the user’s presen-
tation 302. Capturing such patterns may be useful in (i)
explicitly understanding the predictive power of different
features (such as the occurrence of a given emotion) in
temporal context (such as how often did this emotional state
occur given the previous occurrence of another emotional
state), thus permitting (ii) obtaining features that are more
interpretable. In contrast to the conventional approaches, the
histograms of co-occurrence feature of the systems and
methods described herein explicitly encapsulate information
regarding temporal co-occurrence patterns. Thus, for
example, the histograms of co-occurrence feature is able to
model how often a certain prototypical body posture (e.g.,
folded hands) follows a second prototypical body posture
(e.g., an open stance) in a pattern during different parts of the
presentation 302.

With reference again to FIG. 3A, the one or more non-
verbal features that are extracted at 312 further include
time-aggregated features, in examples. In such examples,
the time-aggregated features are extracted in addition to the
above-described time-series features. In contrast to the time-
series features, the time-aggregated features extracted at 312
aggregate information across time and do not encapsulate
information about the temporal evolution of the user’s
motions and other non-verbal characteristics over the dura-
tion of the presentation 302. In examples, in computing the
time-aggregated features, the presentation evaluation engine
308 computes statistical functionals of certain body point
markers that have been determined to correlate well with
human-rated scores of presentations and that capture the
degree of locomotion and hand movement. A feature set of
time-aggregated features may be extracted based on the
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statistical functional (e.g., the mean and standard deviation
of the hip markers, hand movement markers, and their
speeds, etc.).

The one or more non-verbal features extracted at 312 may
include various other features, in some examples. For
example, occurrence, frequency, and speed of body move-
ment, gestures, eye movement, head turning, etc., can be
determined by the presentation evaluation engine 308, such
as from successive frames of captured video imagery using
suitable image processing methods including conventional
image processing methods and algorithms.

At 314, the presentation evaluation engine 308 extracts
one or more audio features using data from the audio
recording device 306. Audio features utilized by the presen-
tation evaluation engine 308 may be content-based features
or non-content-based features. For example, an audio feature
may measure a quality of content spoken by the user in the
presentation 302. In such an example, the presentation audio
is provided to an automatic speech recognizer that generates
a transcript of the presentation 302. To analyze the content
of the presentation 302, the transcript can be compared to
other model transcripts, compared to a prompt presented to
the user to set up the presentation, or another constructed
response scoring technique can be used, such as techniques
that use natural language processing or latent semantic
analysis to compare texts. Certain non-content based audio
features can utilize a transcript (e.g., an automatic speech
recognizer transcript or a manual transcript) to generate an
audio feature. For example, an audio feature could measure
pronunciation of words in the presentation 302 by compar-
ing sounds produced by the presenter at certain points of the
presentation, as captured by the audio recording device 306,
and proper pronunciations of words identified at those points
in the transcript. Other non-content transcript based metrics
could indicate levels of vocabulary and grammar used in the
presentation 302. Other non-content, delivery-type metrics
can be determined without use of a transcript (although an
automatic speech recognizer may still be used to generate
the metrics). For example, fluency and prosody can be
measured by observing stresses, accents, and discontinuities
(e.g., pauses, hesitations, use of filler words, false starts,
repetitions) in audio captured of the presentation 302.

In examples, the one or more audio features extracted at
314 cover measurements including lexical usage, fluency,
pronunciation, prosody, grammar, audio quality, and so on.
Further, in examples, the presentation evaluation engine 308
uses a speech rating system (e.g., the SpeechRater system
known to those of ordinary skill in the art) that processes
speech and an associated transcription to generate a series of
features on multiple dimensions of speaking proficiency,
e.g., speaking rate, prosodic variations, pausing profile, and
pronunciation, which may be measured by Goodness of
Pronunciation (GOP) or its derivatives. The SpeechRater
system, which may be used by the presentation evaluation
engine 308 in extracting the one or more audio features at
314, is described in detail in “Speechrater: A construct-
driven approach to scoring spontaneous non-native speech,”
by Zechner et al., Proc. SLaTE (2007), and “Automated
Scoring of Spontaneous Speech Using SpeechRater v1.0,”
by Xi et al. (Research Report, November 2008), which are
incorporated herein by reference in their entireties.

One or more non-verbal features and/or one or more audio
features can be combined to generate a presentation score
310 at 316. For example, the features 312, 314 can be
weighted to generate the presentation score 310, where such
weights can be generated through analysis of human scored
presentations, where such analysis indicates correlations
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between features of presentations and human scores for
those presentations. In examples, the presentation evaluation
engine 308 automatically generates the score 310 by apply-
ing a computer scoring model (e.g., a statistical computer
model) to the one or more non-verbal features and to the one
or more audio features. The computer scoring model may
comprise a portion of the presentation evaluation engine 308
for automatically scoring the presentation 302 without
human intervention (or requiring only minimal human inter-
vention). The generation of the computer scoring model is
described in further detail below with reference to FIG. 4.

FIG. 4 is a block diagram depicting generation of a
computer scoring model for use in generating presentation
scores. A collection of human-scored presentations are
assembled, such as in a computer-readable data store 402
that contains the human scores and a variety of different
non-verbal and audio features of those presentations. In
examples, humans score the presentations using the Public
Speaking Competence Rubric (PSCR) known to those of
ordinary skill in the art, as an assessment rubric. For
example, human raters may score presentation videos along
multiple scoring dimensions (e.g., 10 dimensions) that rep-
resent various aspects of presentation proficiency on a
multiple-point scale (e.g., a five-point Likert scale from 0 to
4). The multiple scoring dimensions may be related to the
presentation’s introduction (e.g., whether user formulates an
introduction that orients the audience to the topic and
speaker), organization (e.g., whether user uses an effective
organizational pattern), conclusion (e.g., whether user devel-
ops a conclusion that reinforces the thesis and provides
closure), word choice (e.g., whether user demonstrates a
careful choice of words), vocal expression (e.g., whether
user effectively uses vocal expression and paralanguage to
engage audience), nonverbal behavior (e.g., whether user
demonstrates nonverbal behavior that reinforces the mes-
sage), audience adaptation (e.g., whether user successfully
adapts the presentation to the audience), visual aids (e.g.,
whether user makes skillful use of visual aids), and persua-
sion (e.g., whether user constructs an effectual persuasive
message with credible evidence), along with a holistic
metric (e.g., judging the presentation on a holistic basis).

A scoring model generation module 404 of a presentation
evaluation engine 406 performs an analysis of the human-
scored presentations to determine which non-verbal and
audio features are predictive of human scores, in examples.
For example, the scoring model generation module 404 may
identify correlations between non-verbal and audio features
and the assigned human score to select features that are
predictive and weight those features accordingly. In an
example, the weighting factors of the model may be deter-
mined via a machine learning application trained based on
the human-scored presentations. Specifically, the machine
learning application may utilize a linear regression analysis,
a logistic regression analysis, or another type of algorithm or
analysis (e.g., a random forest learning analysis, decision
tree analysis, random tree analysis, Classification And
Regression Tree (CART) analysis, etc.). In some examples,
support vector machines (SVM) are used to perform regres-
sion experiments on the multiple scoring dimensions with
leave-one-speaker-out cross-validation. Linear or radial
basis function (RBF) kernels may be utilized.

The identified features (e.g., multiple non-verbal features
and multiple audio features) and their associated weights are
stored as a scoring model 408 that is utilized for generating
presentation scores 409 for other user presentations 412. A
user presentation 410 is viewed by a motion capture device
412 configured to detect motion of the user giving the



US 10,176,365 B1

11

presentation 410. An audio recording device 414 is config-
ured to capture audio of the user giving the presentation.
Outputs from the motion capture device 412 and the audio
recording device 414 are provided to the presentation evalu-
ation engine 406.

The presentation evaluation engine 406 includes one or
more data processors that are configured to extract a non-
verbal feature of the presentation 410 at 416 based on data
collected by the motion capture device 412, such as the
non-verbal features identified for use by the scoring model
408 because of the predictiveness of human scores. At 418,
the presentation evaluation engine 406 extracts an audio
feature of the presentation at 410 based on data collected by
the audio recording device 414. The presentation evaluation
engine 406 is configured to generate the presentation score
409 at 420 based on the non-verbal feature and the audio
feature as instructed by the scoring model 408. In examples,
the presentation score 409 is generated based on the time-
series, histograms of co-occurrence feature described above,
which models how different types of actions by the user
(e.g., body postures, facial expressions, etc.) co-occur within
different time lags of each other over the course of the user’s
presentation.

It is noted that under the approaches described herein, one
or more computer-based models are used in determining the
score 409. As described above, such computer-based models
may be trained via a machine-learning application in order
to determine weighting factors for the models. By contrast,
conventional human scoring techniques for determining a
score for a presentation include none of these steps. Con-
ventional human scoring techniques involve one or more
human raters viewing performances and manually assigning
scores to the performances. Also, the conventional human
techniques would not include use of the above-described
time-series, histograms of co-occurrence feature. The use of
the histograms of co-occurrence feature permits modeling of
how different user actions (e.g., gestures, postures, eye
gazes, facial expressions, etc.) co-occur within different time
lags of each other in a particular time series. It would be
difficult or impossible for a human to manually monitor user
performances and detect and make note of the multitude of
user actions that may occur over the course of the perfor-
mances. Further, it would be difficult or impossible for the
human to precisely record timing information for each user
action. Additional distinctions between the approaches
described herein and conventional human techniques are
described throughout this disclosure. The approaches
described herein are rooted in computer technology and are
vastly different than conventional human techniques, as
noted above. Accordingly, it is evident that the approaches
described herein are not mere computer implementation of
conventional human techniques and indeed are vastly dif-
ferent from such.

FIG. 5 is a schematic depiction of the computation of
histograms of co-occurrences. Under the approaches of the
instant disclosure, a time-series, histograms of co-occur-
rences (HoC) feature is computed for a user’s presentation.
The HoC feature can be applied to any multivariate time-
series data. In examples, for instance, the HoC feature is
computed for Kinect, Face/Gaze, and Emotion data streams
described herein. The HoC feature comprises a single high-
dimensional feature vector that is computed for the time
series, in examples. The use of the HoC feature vector may
be advantageous because it explicitly encapsulates informa-
tion regarding temporal co-occurrence patterns. Thus, for
example, this feature is capable of modeling how often a
certain prototypical body posture (e.g., folded hands) fol-
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lows another prototypical body posture (e.g., an open
stance) in a definitive pattern during parts of the presenta-
tion.

As described above with reference to FIGS. 3A-3C, in
computing the HoC feature, the number of times different
prototypical body postures co-occur with each other at
different time lags over the course of the time series are
counted. Such prototypical body postures may include ges-
tures, head postures, eye gazes, and facial expressions, as
described herein, among other postures. In examples, cluster
centroids derived from K-means clustering on the space of
body postures in a training dataset are used as prototypical
body postures that are analyzed. Different cluster sizes (e.g.,
16, 32, 64, etc.) may be used.

After the clustering is performed to determine the body
postures to be analyzed, each frame of data of an input
time-series data matrix H is replaced with the best-matching
cluster label. FIG. 5 depicts a data matrix H at 502 and
corresponding cluster labels at 504. The cluster labels shown
at 504 thus represent the data matrix H as a single-row
vector of cluster labels. At 504, two frames of data from the
data matrix H are shown as being replaced with cluster
labels “m” and “n” at 506 and 508, respectively. In
examples, the input time series data matrix H comprises
frames of video imagery and/or other data captured from a
motion capture device and associated software. In replacing
each frame of data of the input time-series data matrix H
with a best-matching cluster label, each frame is matched to
one of the identified prototypical body postures. Thus, in
FIG. 5, the label “m” may be associated with a body posture
“folded hands,” and the label “n” may be associated with a
body posture “open stance,” for instance. As can be seen
from FIG. 5, these respective body postures are observed ©
frames apart in the input data.

Continuing the example of FIG. 5, a HoC-representation
of lag T is then defined as a vector 510 where each entry
corresponds to the number of times all pairs of cluster labels
are observed T frames apart. In other words, a vector of lag-t
co-occurrences 510 is constructed where each entry (m, n)
signifies the number of times that the input sequence of
activation frames is encoded into a cluster label m at time t
(in the single-row vector shown at 504), while encoded into
cluster label n at time (t+t). In the vector 510, different rows
represent different pairs of cluster labels (e.g., different pairs
of prototypical body gestures), and different columns rep-
resent different times t. Thus, for instance, entries of a row
(1, 1) are representative of instances of an occurrence of a
prototypical body posture “1” following another occurrence
of the prototypical body posture “1,” with the occurrences
occurring T frames apart. Likewise, for instance, entries of
arow (1, 2) are representative of instances of an occurrence
of a prototypical body posture “2” following an occurrence
of the prototypical body posture “1,” with the occurrences
occurring T frames apart. It is noted that a number of rows
in the vector 510 is equal to C2 (i.e., C*C), where C is the
number of clusters (i.e., the number of different body
postures analyzed in the input data).

By stacking all (m, n) combinations, each interval can be
represented by a single column vector 512, where the
elements of the column vector 512 express the sum of all C*
possible lag-t co-occurrences. The procedure is repeated for
different values of T, with the results being stacked into one
“supervector.” An example of such a supervector is illus-
trated in FIG. 3C, which shows data for t=1, 2, 3, 4, 5 and
two cluster labels A and B. The dimensionality of the HoC
feature vector increases by a factor of C? for each lag value



US 10,176,365 B1

13

T under consideration. In one example, four lag values of 1
to 10 frames (corresponding to 100-1000 ms) are utilized.

FIG. 6 is a flowchart depicting operations of an example
computer-implemented method of evaluating a presentation.
At 702, motion of a user giving a presentation is detected
using a motion capture device. At 704, data collected by the
motion capture device is processed with a processing system
to identify occurrences of first and second types of actions
by the user. At 706, the data collected by the motion capture
device is processed with the processing system to determine
values indicative of amounts of time between the occur-
rences. At 708, a non-verbal feature of the presentation is
determined based on the identified occurrences and the
values. At 710, a score for the presentation is generated
using the processing system by applying a computer scoring
model to the non-verbal feature.

Examples have been used to describe the invention
herein, and the scope of the invention may include other
examples. FIGS. 7A, 7B, and 7C depict example systems for
use in implementing a presentation evaluation engine. For
example, FIG. 7A depicts an exemplary system 600 that
includes a standalone computer architecture where a pro-
cessing system 602 (e.g., one or more computer processors
located in a given computer or in multiple computers that
may be separate and distinct from one another) includes a
presentation evaluation engine 604 being executed on it. The
processing system 602 has access to a computer-readable
memory 606 in addition to one or more data stores 608. The
one or more data stores 608 may include non-verbal and
audio features 610 as well as presentation scores 612.

FIG. 7B depicts a system 620 that includes a client server
architecture. One or more user PCs 622 access one or more
servers 624 running a presentation evaluation engine 626 on
a processing system 627 via one or more networks 628. The
one or more servers 624 may access a computer readable
memory 630 as well as one or more data stores 632. The one
or more data stores 632 may contain non-verbal and audio
features 634 as well as presentation scores 636.

FIG. 7C shows a block diagram of exemplary hardware
for a standalone computer architecture 650, such as the
architecture depicted in FIG. 7A that may be used to contain
and/or implement the program instructions of system
embodiments of the present invention. A bus 652 may serve
as the information highway interconnecting the other illus-
trated components of the hardware. A processing system 654
labeled CPU (central processing unit) (e.g., one or more
computer processors at a given computer or at multiple
computers), may perform calculations and logic operations
required to execute a program. A non-transitory processor-
readable storage medium, such as read only memory (ROM)
656 and random access memory (RAM) 658, may be in
communication with the processing system 654 and may
contain one or more programming instructions for perform-
ing the method of implementing a presentation evaluation
engine. Optionally, program instructions may be stored on a
non-transitory computer readable storage medium such as a
magnetic disk, optical disk, recordable memory device, flash
memory, or other physical storage medium.

A disk controller 660 interfaces one or more optional disk
drives to the system bus 652. These disk drives may be
external or internal floppy disk drives such as 662, external
or internal CD-ROM, CD-R, CD-RW or DVD drives such as
664, or external or internal hard drives 666. As indicated
previously, these various disk drives and disk controllers are
optional devices.

Each of the element managers, real-time data buffer,
conveyors, file input processor, database index shared access
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memory loader, reference data buffer and data managers
may include a software application stored in one or more of
the disk drives connected to the disk controller 660, the
ROM 656 and/or the RAM 658. Preferably, the processor
654 may access each component as required.

A display interface 668 may permit information from the
bus 652 to be displayed on a display 670 in audio, graphic,
or alphanumeric format. Communication with external
devices may optionally occur using various communication
ports 673.

In addition to the standard computer-type components,
the hardware may also include data input devices, such as a
keyboard 672, or other input device 674, such as a micro-
phone, remote control, pointer, mouse and/or joystick.

Additionally, the methods and systems described herein
may be implemented on many different types of processing
devices by program code comprising program instructions
that are executable by the device processing subsystem. The
software program instructions may include source code,
object code, machine code, or any other stored data that is
operable to cause a processing system to perform the meth-
ods and operations described herein and may be provided in
any suitable language such as C, C++, JAVA, for example,
or any other suitable programming language. Other imple-
mentations may also be used, however, such as firmware or
even appropriately designed hardware configured to carry
out the methods and systems described herein.

The systems’ and methods’ data (e.g., associations, map-
pings, data input, data output, intermediate data results, final
data results, etc.) may be stored and implemented in one or
more different types of computer-implemented data stores,
such as different types of storage devices and programming
constructs (e.g., RAM, ROM, Flash memory, flat files,
databases, programming data structures, programming vari-
ables, IF-THEN (or similar type) statement constructs, etc.).
It is noted that data structures describe formats for use in
organizing and storing data in databases, programs, memory,
or other computer-readable media for use by a computer
program.

The computer components, software modules, functions,
data stores and data structures described herein may be
connected directly or indirectly to each other in order to
allow the flow of data needed for their operations. It is also
noted that a module or processor includes but is not limited
to a unit of code that performs a software operation, and can
be implemented for example as a subroutine unit of code, or
as a software function unit of code, or as an object (as in an
object-oriented paradigm), or as an applet, or in a computer
script language, or as another type of computer code. The
software components and/or functionality may be located on
a single computer or distributed across multiple computers
depending upon the situation at hand.

It should be understood that as used in the description
herein and throughout the claims that follow, the meaning of
“a,” “an,” and “the” includes plural reference unless the
context clearly dictates otherwise. Also, as used in the
description herein and throughout the claims that follow, the
meaning of “in” includes “in” and “on” unless the context
clearly dictates otherwise. Further, as used in the description
herein and throughout the claims that follow, the meaning of
“each” does not require “each and every” unless the context
clearly dictates otherwise. Finally, as used in the description
herein and throughout the claims that follow, the meanings
of “and” and “or” include both the conjunctive and disjunc-
tive and may be used interchangeably unless the context
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expressly dictates otherwise; the phrase “exclusive or” may
be used to indicate situation where only the disjunctive
meaning may apply.

It is claimed:

1. A computer-implemented method of evaluating a per-
formance, the method comprising:

detecting motion of a user in a performance by the user

using a motion capture device;

processing data collected by the motion capture device

comprising a sequence of frames of video imagery with
a processing system to identify occurrences of first and
second types of actions by the user;
processing the data collected by the motion capture device
with the processing system to determine values com-
prising numbers of frames indicative of amounts of
time between the occurrences, the determining of a
value indicative of the amount of time between first and
second occurrences including determining a number of
frames between a first frame and a second frame of the
sequence of frames, wherein the first occurrence occurs
in the first frame and the second occurrence occurs in
the second frame;
determining a non-verbal feature of the performance
based on the identified occurrences and the values, the
determining of the non-verbal feature including deter-
mining, for a number of frames T, a count of a number
of times that an occurrence of the first type of action
followed an occurrence of the second type of action,
with the occurrences being separated by the number of
frames T, and a count of a number of times that an
occurrence of the second type of action followed an
occurrence of the first type of action, with the occur-
rences being separated by the number of frames T, the
non-verbal feature being based on the counts; and

generating a score for the performance using the process-
ing system by applying a computer scoring model to
the non-verbal feature.

2. The computer-implemented method of claim 1,
wherein the performance is an interview or a presentation.

3. The computer-implemented method of claim 1, further
comprising:

using an automatic clustering algorithm to automatically

determine K types of actions, K being greater than two,
wherein the first and second types of actions are from
the K types of actions.

4. The computer-implemented method of claim 1,
wherein the determining of the non-verbal feature comprises
determining, for the number of frames T

a count of a number of times that an occurrence of the first

type of action followed a different occurrence of the
first type of action, with the occurrences occurring T
frames apart; and

a count of a number of times that an occurrence of the

second type of action followed a different occurrence of
the second type of action, with the occurrences occur-
ring T frames apart.

5. The computer-implemented method of claim 1,
wherein the motion capture device comprises a three-dimen-
sional depth measurement device or a marker-based motion
detection device.

6. The computer-implemented method of claim 1,
wherein the processing of the data to identify the occur-
rences comprises:

processing the data to determine a gesture made by the

user during the performance;

processing the data to determine a posture of the user

during the performance;
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processing the data to determine a facial expression of the

user during the performance; or

processing the data to determine a direction of the user’s

eye gaze.

7. The computer-implemented method of claim 1, further
comprising:

capturing audio of the user in the performance using an

audio recording device; and

extracting an audio feature of the performance based on

data collected by the audio recording device, wherein
the score is generated by applying the computer scoring
model to the audio feature.

8. The computer-implemented method of claim 1,
wherein the computer scoring model comprises multiple
weighted variables determined by training the scoring model
relative to a plurality of training data.

9. A computer-implemented system for evaluating a per-
formance, the system comprising:

a motion capture device configured to detect motion of a

user in a performance by the user; and

a processing system configured to:

process data collected by the motion capture device
comprising a sequence of frames of video imagery to
identify occurrences of first and second types of
actions by the user,

process the data collected by the motion capture device
to determine values comprising numbers of frames
indicative of amounts of time between the occur-
rences, the determining of a value indicative of the
amount of time between first and second occurrences
including determining a number of frames between a
first frame and a second frame of the sequence of
frames, wherein the first occurrence occurs in the
first frame and the second occurrence occurs in the
second frame,

determine a non-verbal feature of the performance
based on the identified occurrences and the values,
the determining of the non-verbal feature including
determining, for a number of frames <, a count of a
number of times that an occurrence of the first type
of action followed an occurrence of the second type
of action, with the occurrences being separated by
the number of frames T, and a count of a number of
times that an occurrence of the second type of action
followed an occurrence of the first type of action,
with the occurrences being separated by the number
of frames T, the non-verbal feature being based on
the counts, and

generate a score for the performance by applying a
computer scoring model to the non-verbal feature.

10. The computer-implemented system of claim 9,
wherein the performance is an interview or a presentation.

11. The computer-implemented system of claim 9,
wherein the processing system is configured to use an
automatic clustering algorithm to automatically determine K
types of actions, K being greater than two, wherein the first
and second types of actions are from the K types of actions.

12. The computer-implemented system of claim 9,
wherein in the determining of the non-verbal feature, the
processing system is configured to determine, for a number
of frames T

a count of a number of times that an occurrence of the first

type of action followed a different occurrence of the
first type of action, with the occurrences occurring T
frames apart; and
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a count of a number of times that an occurrence of the
second type of action followed a different occurrence of
the second type of action, with the occurrences occur-
ring T frames apart.

13. The computer-implemented system of claim 9,
wherein the motion capture device comprises a three-dimen-
sional depth measurement device or a marker-based motion
detection device.

14. The computer-implemented system of claim 9,
wherein in the processing of the data to identify the occur-
rences, the processing system is configured to:

process the data to determine a gesture made by the user
during the performance;

process the data to determine a posture of the user during
the performance;

process the data to determine a facial expression of the
user during the performance; or

process the data to determine a direction of the user’s eye
gaze.

15. The computer-implemented system of claim 9, further

comprising:

an audio recording device configured to capture audio of
the user in the performance, wherein the processing
system is configured to extract an audio feature of the
performance based on data collected by the audio
recording device, the score being generated by apply-
ing the computer scoring model to the audio feature.

16. The computer-implemented system of claim 9,
wherein the computer scoring model comprises multiple
weighted variables determined by training the scoring model
relative to a plurality of training data.

17. A non-transitory computer-readable storage medium
for evaluating a performance, the computer-readable storage
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medium comprising computer executable instructions
which, when executed, cause a processing system to execute
steps including:
processing data collected by a motion capture device
comprising a sequence of frames of video imagery to
identify occurrences of first and second types of actions
by a user, the motion capture device being configured
to detect motion of the user in a performance by the
user;
processing the data collected by the motion capture device
to determine values comprising numbers of frames
indicative of amounts of time between the occurrences,
the determining of a value indicative of the amount of
time between first and second occurrences including
determining a number of frames between a first frame
and a second frame of the sequence of frames, wherein
the first occurrence occurs in the first frame and the
second occurrence occurs in the second frame;
determining a non-verbal feature of the performance
based on the identified occurrences and the values, the
determining of the non-verbal feature including deter-
mining, for a number of frames T, a count of a number
of times that an occurrence of the first type of action
followed an occurrence of the second type of action,
with the occurrences being separated by the number of
frames T, and a count of a number of times that an
occurrence of the second type of action followed an
occurrence of the first type of action, with the occur-
rences being separated by the number of frames T, the
non-verbal feature being based on the counts; and
generating a score for the performance by applying a
computer scoring model to the non-verbal feature.
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