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Abstract

This thesis deals with text-independent solutions for voice conversion. It first introduces
the use of vocal tract length normalization (VTLN) for voice conversion. The presented
variants of VTLN allow for easily changing speaker characteristics by means of a few trainable
parameters. Furthermore, it is shown how VTLN can be expressed in time domain strongly
reducing the computational costs while keeping a high speech quality.

The second text-independent voice conversion paradigm is residual prediction. In par-
ticular, two proposed techniques, residual smoothing and the application of unit selection,
result in essential improvement of both speech quality and voice similarity.

In order to apply the well-studied linear transformation paradigm to text-independent
voice conversion, two text-independent speech alignment techniques are introduced. One is
based on automatic segmentation and mapping of artificial phonetic classes and the other
is a completely data-driven approach with unit selection. The latter achieves a performance
very similar to the conventional text-dependent approach in terms of speech quality and
similarity. It is also successfully applied to cross-language voice conversion.

The investigations of this thesis are based on several corpora of three different languages,
i.e., English, Spanish, and German. Results are also presented from the multilingual voice
conversion evaluation in the framework of the international speech-to-speech translation
project TC-Star.
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1 Introduction

Voice conversion is a technology that transforms characteristics of a source voice to those of a
target voice. This means, we are given a source voice (in terms of recorded speech) and want
it to be converted to another voice, the target voice whose characteristics are given either by
recorded speech as well or by more general descriptors as the gender or age of the speaker,
parameters as mean fundamental frequency or speaking rate, or just by the requirement of
being sufficiently different from the source.

In addition to this vague definition of the target, we face vagueness in what we refer to
as voice characteristics. Here we have two different levels:

• voice quality (or timbre, the set of segmental cues) describes the voice’s sound influ-
enced by formant locations and bandwidths, spectral tilt, and the contribution of the
voice excitation by the vocal folds [Childers & Lee 91],

• prosody (or the set of supra-segmental cues) is related to the style of speaking and in-
cludes phoneme duration, evolution of fundamental frequency (intonation) and energy
(stress) over the utterance [Horne 00].

This dissertation deals with two specific tasks out of the set of possibilities introduced above:

1. A source voice given by recorded speech is to be transformed so that the converted
voice sounds different from the source in a specific way (e.g. change of gender).

2. A source voice given by recorded speech is to be transformed so that the converted
voice sounds similar to a target voice given by recorded speech as well.

As will be discussed below, the voice conversion technology described in this disser-
tation is applied to both the intra-lingual and the cross-language task where source
and target voice use different languages. Since prosody is highly language-dependent
[Dutoit 93, Boudelaa & Meftah 96, Barbosa 97, Zhu & Zhang+ 02], it is a very hard task
to convert a speaker’s prosodical characteristics across languages1. This is the reason for
omitting prosodical conversion in this work. The only prosodical property to be transformed
is the mean fundamental frequency having strong influence on the perception of a voice as
shown in Section 3.4. Since voice quality seems to be much more independent of the language
than prosody, this dissertation focuses on the transformation of voice quality2.

Approaches presented in this thesis are evaluated using state-of-the-art error measures
as discussed in Section 2.5. They deal with the success of voice conversion, i.e. with the

1Recent investigations in the framework of speech-to-speech translation use prosodical features of the source
to produce a more natural target prosody across languages [Agüero & Adell+ 06]. However, here, the
target is synthetic speech produced by a text-to-speech system, and the proposed approach cannot be
applied to natural speech, since it does not aim at detecting parallelisms between source and target.

2There is evidence that also certain voice quality aspects vary between languages [Braun & Masthoff 02],
but this effect is much weaker than the language dependence of prosody.
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similarity of converted and target voice, as well as with the overall quality of the converted
voice. The present work reports on both types of measures, those based on human listening
tests and also automatic ones.

1.1 Text-Independent and Cross-Language Voice

Conversion

Looking at task 2 introduced above, there is no statement about the properties of the
recorded speech being required. Obviously, characteristics as how much speech is available,
whether it is based on phonetically balanced text, whether the recording is of high quality
(in terms of signal-to-noise ratio, sampling frequency, and quantization), and whether the
speakers are professional, are of vital importance for a successful voice conversion. However,
as we will learn in Section 2.1, the most crucial point is that both source and target speech are
time-aligned. Such an alignment can be produced by means of well-investigated techniques
when both speech samples involved are based on the same text. This case is referred to
as text-dependent as opposed to the case of the texts being different; this is called text-

independent.
The task becomes even more complicated if the involved speech samples’ languages

differ. Here, we mostly face different phoneme sets, thus we are unable to find an appropriate
time alignment to phonemes that are missing in the other phoneme set. Therefore, one also
distinguishes between intra-lingual and cross-language voice conversion.

1.2 Application Areas of Voice Conversion

In literature, a vast number of applications for voice conversion is given. Obviously, only a
few of them were ever carried out. Therefore, the author restricts his considerations to the
most popular ones:

A. Definitely, the most important application of voice conversion is the use as a mod-
ule in text-to-speech synthesis where we want to change the standard speaker’s
voice characteristics towards a well-defined target speaker [Kain 01]. This is used
to rapidly adapt, personalize, or corporatize synthesized voices, e.g. in dialog systems
[Fischer & Kunzmann 06].

B. Moreover, voice conversion has been applied to normalizing high quality speech
databases to enlarge the amount of available speech data to build a concatenative
speech synthesis system [Eide & Picheny 06].

C. In embedded environments, voice conversion can serve to manipulate voices in such
a way that the original speaker cannot be recognized or the speaker’s gender or age
is changed. Due to computational limitations, conversion algorithms of embedded
systems focus on manipulating only a few parameters as fundamental frequency and
vocal tract length [Sündermann & Ney+ 03b].

D. Cross-language voice conversion has been applied to dubbing tasks in the film and
music industry [Turk & Arslan 02].
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1.3 Objectives and Contributions

E. In the framework of speech-to-speech translation, a translated sentence is to be uttered
with the source speaker’s voice [Höge 02]. Here, in addition to speech recognition,
machine translation, and speech synthesis, a text-independent cross-language voice
conversion module is necessary.

F. For people who are speech-impaired or -disabled voice conversion can be a means
leading to more natural and intelligible speech as for persons suffering dysarthria
[Hosom & Kain+ 03] or laryngectomy [Nakamura & Toda+ 06].

G. Recently, voice conversion has been applied to speaker normalization for speech recog-
nition. In particular, it was used for reducing the Lombard effect describing a
voice’s change in noisy environments, in order to improve the recognition performance
[Bořil & Fousek+ 06].

1.3 Objectives and Contributions

The main objectives of this work are

• to develop a technique for producing a target voice that is sufficiently different from
the source voice and can be easily controlled by means of few parameters. It is to
be investigated how many well-distinguishable voices can be created from a single
source voice without affecting the naturalness of the resulting voice. Furthermore, the
technique is to be optimized in terms of time and memory complexity to be applied in
an embedded environment (application C),

• to improve the state of the art of the converted voice’s naturalness and similarity to
the target by investigating residual prediction techniques (applications A, B, D, E),

• to produce solutions to voice conversion that are text-independent which is mandatory
for its application to speech-to-speech translation (E) and convenient for most of the
aforementioned applications (A, B, D, F, G),

• to investigate solutions to cross-language portability that is crucial for applying voice
conversion to speech-to-speech translation (E) and other tasks (D).

The main contributions of this work are

• the application of vocal tract length normalization (VTLN) to voice conversion,

• the generalization of VTLN warping functions by means of a piece-wise linear function
with several segments which allows for applying dynamic programming to estimate its
parameters,

• to prove that VTLN which is normally applied in frequency domain can be applied
directly in time domain omitting two Fourier transformations and, hence, may strongly
accelerate the voice conversion – the author refers to this concept as time domain

VTLN,

• to show that VTLN-based voice conversion is able to produce several well-
distinguishable voices (five or more) based on one source voice by varying two pa-
rameters (warping factor and mean fundamental frequency),

3
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• two residual prediction techniques (one based on residual smoothing, the other based
on unit selection) that outperform the state of the art in terms of overall speech quality
and similarity to the target,

• a text-independent speech alignment technique based on unit selection that can be
used as a preprocessor of conventional (text-dependent) voice conversion techniques,

• to show that the aforementioned text-independent speech alignment technique is ro-
bust with respect to the cross-language task and produces higher speech quality than
conventional text-dependent alignment (dynamic time warping).

4



2 State of the Art

Having a look at an excerpt of the call for papers of the world’s largest speech processing
conference, Interspeech, held August 2007 in Antwerp, Belgium, one finds, among others,
the following research fields:

a. speech coding,

b. speech synthesis,

c. speech recognition,

d. cross-lingual processing,

e. speaker recognition,

f. evaluation and standardization.

This dissertation deals with text-independent voice conversion, a topic positioned between
all of these fields, borrowing and joining knowledge from all of them and making voice
conversion an interdisciplinary research area. In particular, it loans

• the source-filter model, linear prediction, and residual processing from a,

• acoustic synthesis, the unit selection paradigm, and the approach of pitch-synchronous
processing from b,

• vocal tract length normalization and the Gaussian mixture model from c,

• the concepts of text-independence and cross-language portability from d,

• linear transformation, vector quantization, and clustering from e,

• the concepts of objective and subjective evaluation as well as several standardized error
measures from f.

This chapter is to introduce the aforementioned concepts building a bridge to their applica-
tion to voice conversion. Furthermore, the respective application’s state of the art in voice
conversion research is briefly presented.

2.1 Text-Independent Voice Conversion

Speech is the human being’s original communication medium. It carries threefold informa-
tion:

• segmental information (related to voice quality),
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• supra-segmental information (related to prosody),

• linguistic information (expressed by the series of phonemes uttered).

The first two of these, segmental and supra-segmental information, are related to voice
characteristics introduced in Chapter 1, whereas the third is not to be covered under the
scope of voice characteristics in this dissertation3. Although linguistic information is not
focus of this work, its presence plays an important role for the following investigations.
Most of the state-of-the-art voice conversion techniques which aim at converting a source
towards a given target speaker (task 2 of Chapter 1) work in two phases, the training and the
conversion phase. In training, speech of both the source and target voices is processed, and
useful information (parameters) is extracted. These parameters are used in the conversion
phase to change the voice characteristics of a new source utterance to sound similar to the
target voice.

When introducing the speech production model in Section 2.3 it will be argued that the
vocal tract shape is responsible for both

• the individual sounds (phonemes) produced by the speaker and

• an essential part of the speaker’s voice characteristics related to voice quality.

Voice-quality-related information is extracted by comparing speech data of source and target
speaker. In doing so, one has to compensate for variations which are due to the phonemes
uttered. This compensation can be done by using time-aligned speech, i.e., where both
speakers produced the same phonemes at exactly the same time.

The easiest way to achieve such an alignment is the text-dependent approach. Here,
one uses speech of both involved voices based on the same text (also referred to as par-

allel speech). To produce an exact time alignment, there are standard techniques as
dynamic time warping [Rabiner & Rosenberg+ 78], or hidden-Markov-model-based forced
alignment [Young & Woodland+ 93] (which tends to be more exact than dynamic time warp-
ing [Inanoglu 03]), or a combination of both [Duxans & Bonafonte 03]. Forced alignment
requires the underlying text as well as acoustic and language models, i.e., it is language-
dependent, as opposed to dynamic time warping which is language-independent.

As argued in Section 1.3, several applications require a text-independent alignment,
i.e., the speakers’ utterances are based on different texts (i.e. non-parallel data). Interest-
ingly, when the author started his investigations on text independence for voice conversion,
to the best of his knowledge, there were no publications dealing with this issue yet. To
clearly distinguish between his work and that of other researchers, he decided to discuss
his first contribution, the automatic segmentation and mapping of artificial phonetic classes
[Sündermann & Ney 03a], in Section 5.1 and dedicated the current section to another recent
work on text independence of voice conversion.

The automatic segmentation and mapping does not require any phonetic knowledge
about the considered language, i.e., it is language-independent. This fact is advantageous on
the one hand, since the technique can be applied to arbitrary languages without additional
data. On the other hand, more information about the phonetic structure of the processed
speech could lead to a more reliable mapping between source and target speech.

3There are indeed opinions partially relating linguistic information (as the speaker’s accent) to voice char-
acteristics [Kain 01].
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2.2 Cross-Language Voice Conversion

Consequently, [Ye & Young 04b] proposed to use a speaker-independent hidden-
Markov-model-based speech recognizer to label each frame4 with a state index such that
each source or target speaker utterance is represented by a state index sequence. If the text
of these utterances is known, this can be done by means of forced alignment resulting in
more reliable state sequences.

In a second step, subsequences are extracted from the set of target sequences to match
the given source state index sequences using a simple selection algorithm. This algorithm
favors longer matching sequences to ensure a continuous spectral evolution of the selected
target speech frames. The latter are derived from the state indices considering the frame–
state mapping delivered by the speech recognizer. The result is two sequences of parallel
speech frames.

2.2 Cross-Language Voice Conversion

The very first investigations on cross-language voice conversion in the beginning of the 1990s
focused on the speech-to-speech translation task [Abe & Shikano+ 90]. At that time, ATR
(Advanced Telecommunications Research Institute International in Kyoto, Japan) where
the authors of the latter paper were working was developing a so-called interpreting tele-

phone. This was the name of a speech-to-speech translation system applied to telephone
conversations. It integrated a cross-language voice conversion module to preserve speaker
recognizability across languages.

This first attempt was based on a codebook mapping that used a discrete representation
of the acoustic feature space. To the best of the author’s knowledge, there were no inves-
tigations carried out dealing with the technique’s speech quality. [Stylianou & Cappé+ 95]
claimed that there were considerable artifacts due to the discreteness of the codebook map-
ping approach in order to promote their linear transformation technique, see Section 2.4.2.

Besides, it was not sufficiently shown whether the codebook mapping approach is able to
successfully convert voice characteristics. The results reported were based on objective error
metrics that are not standardized and sometimes hardly correlate with the perceptive similar-
ity, cf. Section 2.5. Subjective experiments using the described codebook mapping technique
reported successful gender transformation from male to female and 61% successfully trans-
formed examples for male-to-male conversion using an ABX5 test [Abe & Nakamura+ 88].
Although this approach was text-independent, it did not produce an alignment between
source and target speech. This is the reason for not considering this technique in Section 2.1.

More than a decade later, Japanese researchers (some of them also at ATR) continued
the investigations on cross-language voice conversion and applied the linear transformation
paradigm introduced in Section 2.4.2 [Mashimo & Toda+ 01]. They avoided the text inde-
pendence problem by using bilingual (Japanese/English) speakers as source speakers. The
conversion function was trained on parallel Japanese utterances of source and target speak-
ers and applied to English source speech in conversion phase. The only difference to text-
dependent intra-lingual voice conversion are the different phoneme sets of source and target
language. The corresponding intra-lingual baseline system described in [Toda & Lu+ 00]
achieved a fair speech quality (mean opinion score 2.9) and a conversion performance of
about 90% on an ABX scale (for these evaluation metrics, see Section 2.5).

4For a definition of the term speech frame, see Section 2.3.1.
5For the definition of an ABX test, see Section 2.5.2.
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For projects like the interpreting telephone, TC-Star6, or Minnesang7, the text-
dependent solution to cross-language voice conversion is hardly applicable for the following
reasons:

• At least one of the involved speakers would have to speak both source and target
language to apply the text-dependent training.

• However, this would not be the source speaker, since otherwise there were no need for
speech-to-speech translation.

• The target speaker is a synthetic voice generally based on a unit selection concatenative
text-to-speech system involving a large speech corpus (≥ 10h) of a professional and
carefully selected speaker [Black & Lenzo 01]. It would be a severe restriction to the
speaker selection to demand bilingual speakers. If the speech-to-speech translation
system is used in several languages, one would require either a professional speaking
all languages to be converted, or one would have to build a new bilingual voice for all
language combinations to be considered.

• The introduction of a new language would mean to build a new text-to-speech voice
from scratch.

• Since the system is text-dependent, a set of utterances based on a predefined text
would be required by each source speaker who wants to use the system.

All of these drawbacks are to be overcome by the text-independent and cross-language solu-
tions discussed in Chapter 5.

2.3 The Speech Production Model

2.3.1 Speech as a Sequence of Frames

Once again, the three types of information carried by human speech are to be consulted:

• segmental information (related to voice quality),

• supra-segmental information (related to prosody),

• linguistic information (expressed by the series of phonemes uttered).

Looking at a single utterance, voice quality can be regarded as constant or, at least, slowly
changing, whereas phonemes change rapidly over time8. To capture all necessary information
of a time-varying speech signal, it is therefore necessary to split the signal into small portions
(frames) which themselves can be regarded as stationary. The smaller such a frame is, the
more stationary are its contents.

Still, there is a natural lower limit to the frame size coming from the third speech
information type, the prosody. Prosody covers the evolution of fundamental frequency for a

6See Section A.1.
7In the Minnesang project [Spelmezan & Borchers 06], an exhibition’s visitor listens to his voice speaking

a medieval German poem after having uttered a short verse in his mother tongue.
8As an example, [Hain 01] reports around 10 phonemes per second for British English spontaneous speech.
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typical adult female reaching from 165 to 255Hz and for a typical adult male from 85 to 155Hz
[Dolson 94]. Using smaller frames than those given by the signal’s periodicity would mean
to lose not only the fundamental frequency but also to reduce the amount of information
contained in a frame to such a degree that feature extraction methods as linear prediction
would fail, cf. Section 2.3.3. Typically, in speech coding and recognition, frame lengths
between 10 and 30ms are used, e.g. 20ms for the GSM and UMTS codecs [Hillebrand 02], and
25ms for many speech recognizers, see e.g. [Ney & Welling+ 98] or [Furui & Nakamura+ 06].

For both mentioned fields, speech coding and recognition, state-of-the-art techniques
are based on constant frame lengths [Dharanipragada & Gopinath+ 98], whereas in speech
synthesis, the frame lengths are usually linked to the fundamental frequency (pitch). That
is, they make use of the pitch-synchronous paradigm which allows for applying standard
pitch and duration modification techniques as pitch-synchronous overlap and add (PSOLA)
[Charpentier & Stella 86]; for details refer to Section 2.3.4.

Due to the excitation of the voice by the periodically vibrating vocal fold during
voiced sounds (see Section 2.3.2 for the source-filter model), speech can be regarded a
pseudo-periodic signal in voiced regions. The pitch-synchronous paradigm is to cut the
signal into frames each of which contains such a period. The automatic detection of the
cutting points is referred to as pitch marking [Cheng & O’Shaughnessy 89] which turns
out to be a rather difficult task keeping a number of researchers busy even nowadays
[Bernadin & Foo 06, Germann 06, Kotnik & Höge+ 06, Mattheyses & Verhelst+ 06]. In un-
voiced regions, the pitch marks are interpolated between neighbored voiced regions, or con-
stant frame durations (e.g. 10ms) are assumed [Black & Lenzo 03].

Frequently discussed is the question which cutting point within the pseudo-periodic
signal is the most reliable one while, at the same time, it maximally correlates with the
periodicity of the laryngeal excitation. [Höge & Kotnik+ 06] found that “the time instant
at which the lower margins of the vocal folds are touching each other can be uniquely and
consistently determined on the basis of the speech signal itself. Therefore, [...] the most
negative peak of the speech signal will be defined as the [...] starting point of each new pitch
period”. Figure 2.1 shows three periods of a speech signal and the respective cutting points
according to this definition.

At the beginning of his work on voice conversion, the author made use of the algorithm
for “accurately marking pitch pulses in speech signals” by [Goncharoff & Gries 98] which is
based on dynamic programming. In a recent evaluation [Kotnik 06], it was shown that this
algorithm was clearly outperformed by the Praat algorithm working in the lag (autocorre-
lation) domain. Praat was claimed “to be several orders of magnitude more accurate than
the methods commonly used” according to the algorithm’s creator [Boersma 01].

The Praat software comes along with a voicing detector and only produces pitch marks
in voiced signal parts. In unvoiced regions, pitch marks have to be padded as explained above,
whereas the Goncharoff/Gries algorithm automatically produces pitch marks for the whole
signal including unvoiced portions. However, for several investigations in this work (as for
instance on PSOLA, cf. Section 2.3.4), it is necessary to be explicitly provided with voicing
information. Thus, in connection with the Goncharoff/Gries pitch marking algorithm, the
voicing detector used for the Adaptive Multi-Rate speech codec [ETSI 99] was used. This
algorithm does not only detect but it also provides a continuous level of voicing 0 ≤ v ≤ 1
where v = 0 is completely unvoiced and v = 1 is completely voiced. Such a continuous level
of voicing will be of particular interest for the residual smoothing technique discussed in
Section 4.1.

9
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Figure 2.1: Example of a voiced speech portion of three pitch periods and the respective
pitch marks (vertical lines).

2.3.2 The Source-Filter Model

The human production of speech is based on an air flow coming from the lungs and passing
the whole vocal tract to mouth and nose where the speech sound is emitted. This sound
is excited either by the periodically vibrating vocal fold resulting in voiced sounds or by
flow turbulences at constrictions in the vocal tract producing frication noise or plosives. In
addition to the excitation, the vocal tract shape plays an important role generating well-
distinguishable sounds. This shape can be varied by the position of the tongue, opening or
closing the mouth, lowering the soft palate (for producing nasal sounds), etc. Besides, the
vocal tract shape is highly speaker-dependent [Nolan 83], a fact that will be exploited in
most of the following investigations. For a sketch of the human vocal tract, see Figure 2.2.

Since using different vocal tract shapes but a constant excitation results in clearly
different sounds (phonemes), human speech production was understood to be of a source-
filter type where the signal source is the excitation and the filter is represented by the vocal
tract [Fant 70]. This interpretation was the motivation to search for a mathematical model
appropriately describing the production of human speech leading to the concept of linear
prediction described in the following section.

2.3.3 Linear Prediction and Residual

Historically, linear prediction [Markel & Gray 76] is one of the most important speech anal-
ysis and generation techniques. It is based on the source-filter model where the filter is
assumed to be all-pole, i.e., it produces only poles and no zeroes. This allows for predicting
a sample by calculating a weighted sum of the past samples which also explains the term
linear prediction.

The condition of being all-pole comes from the assumption that the vocal tract can

10



2.3 The Speech Production Model

Figure 2.2: The human vocal tract, in [Gray 18].

be reasonably well modeled by a series of concatenated uniform lossless cylindrical acoustic
tubes. The human vocal tract and the tube model differ in several aspects, though:

• the vocal tract is not built of cylinders,

• the vocal tract is not lossless,

• the vocal tract has a side passage (the nasal cavity).

However, the long experience in speech processing has shown that in spite of these drawbacks,
linear prediction produces sufficiently reliable results applied to a variety of areas as speech
coding, speech recognition, or voice conversion. This holds in particular when the linear
prediction order (the number of filter coefficients or cylindrical tubes) is sufficiently large
leading to a reasonable approximation of the vocal tract [Fallside & Woods 85].

As discussed in Section 2.3.1, in this work, the speech signal is assumed to be a sequence
of frames. For each of these speech frames, a set (or vector) of linear predictive coefficients
(also referred to as features), i.e., the weights mentioned above, is estimated. This estimation
(or feature extraction) is done in a way that the coefficients produce an optimal prediction of
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the respective frame’s samples. Here, optimality is defined as the minimization of the error,
i.e. the differences between the predicted and the actual signal, also referred to as residual.
Feeding the residual to the linear prediction model, i.e. filtering the residual by means of the
above coefficients, always gives back the original signal [Smith 07]. Therefore, the residual
stands for the excitation and the linear predictive filter for the vocal tract of the source-filter
model of Section 2.3.2.

The error minimization for estimating the linear predictive coefficients is carried out
using the ancient least squares approach [Gauss 09], according to which the minimization is
applied to the sum of the squared sample differences. [Makhoul 75] shows that this mini-
mization can be performed by applying the Levinson-Durbin algorithm [Durbin 60] to the
autocorrelation sequence of the frame’s power spectrum.

In addition to linear predictive coefficients, a number of other feature types has been
widely used for speech processing:

• Line spectral frequencies [Itakura 75]. When being applied to linear-
transformation-based voice conversion linear predictive coefficients as defined above
tend to produce artifacts that can be effectively suppressed by converting the coeffi-
cients to line spectral frequencies. This is due to their superior interpolation properties
as compared to other linear prediction representations [Paliwal 95], a fact that is ex-
ploited in the linear transformation introduced in Section 2.4.2. An algorithm for
converting linear predictive coefficients to line spectral frequencies and vice versa is
given e.g. in [Deller & Proakis+ 93].

• Mel frequency cepstral coefficients [Picone 93]. This type of feature provides a
compact representation of the speech amplitude spectrum in a form which is anatomi-
cally and perceptually motivated. Like in the cochlea, the amplitude spectrum is scaled
according to the mel scale [Stevens & Volkman+ 37] and filtered by means of a number
of (triangular) overlapping bandpass filters. Now, the discrete cosine transformation is
applied to the list of mel amplitudes finally producing the features which are the ampli-
tudes of the resulting spectrum. According to [Ye & Young 04a], mel frequency coeffi-
cients, formerly used in the linear transformation framework [Stylianou & Cappé+ 95],
are outperformed by line spectral frequencies in terms of speech quality.

• Cubic-spline-interpolated cepstrum [Ye & Young 03]. Here, the logarith-
mized spectral amplitudes are resampled to a certain number of frequency points
which then are transformed to the cepstral domain. A similar feature type
was used by the author in an investigation on text-independent voice conversion
[Sündermann & Bonafonte+ 04a], but [Ye & Young 04a] themselves worked out that
these features produce a lower speech quality than line spectral frequencies.

For these reasons, line spectral frequencies will be used as features in this work unless
otherwise noted.

2.3.4 Pitch-Synchronous Overlap and Add

Now, having introduced linear prediction as a principal feature extraction method, the far
end of frame-based speech processing, the acoustic synthesis, is to be discussed. Purpose
of the acoustic synthesis is to concatenate a sequence of speech frames and potentially

12



2.3 The Speech Production Model

change the underlying fundamental frequency or duration maintaining a good speech quality.
At this point, it shall be mentioned that pitch modification is mostly limited to voiced
speech portions, since its application to unvoiced portions may produce a certain level of
voicing coming from the windowing and, in case of raising the pitch, repetition of frames
[Ceyssens & Verhelst+ 02]. Consequently, in unvoiced regions, the signal is simply copied.

Above all, the following acoustic synthesis techniques are discussed in literature:

• Harmonic sinusoidal model [Macon 96]. This model represents a short segment
of speech (a pitch-synchronous frame) by adding up a number of sinusoids (sine waves)
with certain amplitudes and phases whose frequencies are integer multiples of the
fundamental frequency. Extending the model by the assumption that every speech
frame can be composed of a voiced and unvoiced spectral component separated by a
voicing-dependent cutoff frequency, it is said to be capable of high-quality time and
pitch modifications [Stylianou 01].

• Multi-band re-synthesis overlap and add [Dutoit & Pagel+ 96]. This algo-
rithm is based on the multi-band excitation [Griffin 87] model allowing for spectral
interpolation between voiced signal parts, though it is performed in time domain.
However, unlike the harmonic sinusoidal model and PSOLA (described below), it does
not require a preliminary marking of pitch periods. Due to a PSOLA-related patent of
France Télécom, multi-band re-synthesis overlap and add is not a free algorithm; the
respective software is only available as binary code of a complete speech synthesizer
back-end, making it difficult to be applied to this work.

• Pitch-synchronous overlap and add (PSOLA) [Charpentier & Stella 86].
The PSOLA algorithm is based on the pitch-synchronous paradigm introduced in
Section 2.3.1. It is still probably the most popular acoustic synthesis technique in
the speech processing community and will also be used in this work. Below, the
fundamentals of PSOLA will be briefly introduced, and three different types will be
presented.

For the following considerations, a frame is to be composed of two pitch periods, the frames’
overlap is one period. I.e., when pM+1

1 = p1, p2, . . . , pM+1 is the sequence of considered pitch
periods then

xM
1 =

(

p1

p2

)

,

(

p2

p3

)

, . . . ,

(

pM

pM+1

)

(2.1)

is the sequence of frames9. This avoids signal discontinuities in the overlap-and-add con-
catenation, see [Kain 01].

• Time domain PSOLA [Hamon & Moulines+ 89]. Given the time waveform of
the frames to be processed, a Hanning window [Oppenheim & Schafer 89] is applied

x′(t) =
x(t)

2

(

1 − cos
(

2π
t

T

))

, 0 ≤ t ≤ T, (2.2)

9Here, the notation x =

(

p

q

)

means that vectors p and q, consisting of the speech samples of the respective

frames, are concatenated yielding vector x.
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and the frames are overlapped. Here, T is the frame’s duration. Remember that each
frame consists of two pitch periods, and the standard overlap is one period. Looking

at the successive frames xm =

(

pm

pm+1

)

and xm+1 =

(

pm+1

pm+2

)

, the overlapping period

is pm+1. It is windowed by the falling half of the Hanning window for xm and by the
rising half for xm+1

10. Adding together both contributions produces

p′m+1(t) =
pm+1(t)

2

(

1 − cos
(

2π
t+ T

2

T

))

+
pm+1(t)

2

(

1 − cos
(

2π
t

T

))

=
pm+1(t)

2

(

2 − cos
(

2π
t

T
+ π
)

− cos
(

2π
t

T

))

= pm+1(t) (2.3)

which leaves the signal unchanged in the standard case and, consequently, does not
produce additional distortions. However, this does not apply if the fundamental fre-
quency or the timing is changed. This is done by shifting the overlapping frames so
that the resulting period length becomes

T̃ =
T

ρ
with ρ =

f̄0,t

f̄0,s

(2.4)

where f̄0 is the mean fundamental frequency observed in the training data and s and
t denote source and target, respectively. In order to keep or consciously change the
temporal evolution of the speech signal, time frames have to be repeated or deleted,
respectively. Figure 2.3 demonstrates the principle of TD-PSOLA for decreasing and
increasing fundamental frequency.

• Frequency domain PSOLA [Charpentier & Moulines 88]. If the considered
frames are given in frequency domain, i.e. as magnitude and phase spectra, one can
apply an interpolation to them as discussed in Section 2.4.3 to match the target number
of spectral lines given by Equation 2.4. When one now returns to time domain using
inverse discrete Fourier transformation the standard case introduced for time domain
PSOLA applies, and the additional signal distortion is negligible. Here, the main signal
deterioration is due to the interpolation.

• Linear predictive PSOLA [Moulines & Charpentier 88]. If the residual time
waveform is given as in the case described in Section 2.4.3, one can apply time domain
PSOLA directly to the residual and filter the result by means of the corresponding
frames’ linear predictive coefficients derived from the features. The advantage com-
pared to the application of time domain PSOLA to the signal after filtering is that
the spectral distortions at formant frequencies are lower (time domain PSOLA has a
bandwidth broadening effect) [de los Galanes & Savoji+ 94].

If the residual magnitude and phase spectra are given as e.g. in Section 2.4.3, another
approach is to interpolate and join these spectra and multiply them with the spec-

10Since the length of the considered pitch periods is subject to change from m to m + 1 to m + 2 depending
on the fundamental frequency, the term half is an approximation.
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original

lower f
0

higher f
0

Figure 2.3: TD-PSOLA: Examples for decreasing and increasing the fundamental frequency.
The figure shows how the Hanning windows overlap and how frames are repeated
or deleted, respectively.

tra directly derived from the transformed feature vectors11. The remaining steps are
equivalent to frequency domain PSOLA.

2.4 Changing Voice Quality: ...................................

VTLN, Linear Transformation, and Residual Prediction

2.4.1 Vocal Tract Length Normalization

According to the source-filter model introduced in Section 2.3.2, one of the two components
responsible for the speaker-dependent voice quality is the vocal tract shape. An approach
to converting this shape is to change its length. This approach was first used in speech
recognition to compensate for vocal tract length variations and is referred to as vocal tract
length normalization (VTLN) [Cohen & Kamm+ 95]. Here, VTLN is applied to speaker
normalization and adaptation which can yield a considerable recognition performance gain
[Pye & Woodland 97].

11For an algorithm to compute the spectrum from linear predictive coefficients, see [Markel & Gray 76] or
[Rabiner & Juang 93].
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[Eide & Gish 96] investigated the change of the vocal tract length based on the tube
model described in Section 2.3.2. They showed that a division of the vocal tract length (that
of the tube sequence) l by a factor α such that l̃ = l

α
means that the frequency axis of a

sound’s spectrum generated by such a vocal tract is warped reciprocally according to ω̃ = αω.
α is usually referred to as warping factor. Consequently, VTLN is performed by applying
a linear warping function to the spectrum of the speech frames. Further investigations into
VTLN have shown that there are more powerful warping functions than the purely linear
one. Some of them are discussed in the following.

In speech recognition, only the magnitude spectrum is processed, since the later featur-
ization (into mel frequency cepstral coefficients or perceptual linear predictive coefficients
[Hermansky 90, Hermansky & Morgan 94]) neglects the phase spectrum which does not seem
to be significant for recognition. For its use in voice conversion, however, the phase spectrum
also plays an important role to produce natural speech and, hence, should also be subject
to warping12.

Let 0 ≤ ω ≤ π be the normalized, continuous frequency, then an arbitrary warping
function g that depends on a set of parameters {ξ1, ξ2, . . .} is applied to ω yielding the scaled
frequency

ω̃ = g(ω|ξ1, ξ2, . . .) with 0 ≤ ω̃ ≤ π. (2.5)

Accordingly, when a given frame’s (magnitude) spectrum as a function of ω is referred to
as X(ω) 13 and the warped counterpart is X̃ then one obtains the following equality taking
into account that the magnitude of the warped spectrum at the warped frequency ω̃ is to
equal the source magnitude at the original frequency ω:

X̃(ω̃) = X(ω). (2.6)

In literature on speech recognition, there is a variety of warping functions, most of
them based on just one parameter, the warping factor α. Table 2.1 gives an overview on
commonly used functions. Figure 2.4 shows an example frame’s magnitude spectrum warped
by a bilinear warping function.

In speech recognition, the determination of the parameters (mostly the warping factor
α), requires the execution of a forced Viterbi alignment on the whole training data involved
for each parameter candidate [Lee & Rose 96]. The candidate minimizing the score is se-
lected.

Referring to candidates suggests that the considered warping factors are taken from a
discrete set, in relevant literature ([Welling & Ney+ 02, Molau 02]) given by14

α ∈ {0.88, 0.9, . . . , 1.12}. (2.7)

Restricting the set to these 13 candidates is supposed to reduce the computational effort
for the parameter estimation and turns out to be a reasonable setting for the use in speech
recognition. In Section 3.1, we will see that when applying VTLN to voice conversion upper
and lower limit of the warping factor have to be altered.

12For details on phase interpolation, see Section 2.4.2.
13In digital speech processing, we do not have continuous spectra but, due to discrete time sampling and

application of the discrete Fourier transformation, discrete spectra. However, for the current consider-
ations and to simplify matters, we assume ω and X(ω) to be continuous. Discrete counterparts of the
following derivations can be computed using interpolation methods, e.g. cubic splines [de Boor 78].

14This holds for the piece-wise linear warping function with two segments.
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function definition reference

piece-wise linear
(two segments) g1(ω|α) =







αω : ω ≤ ω0

αω0 +
π − αω0

π − ω0
(ω − ω0) : ω > ω0

– asymmetric ω0 =
7

8
π [Wegmann & McAllaster+ 96]

– symmetric ω0 =

{

7
8π : α ≤ 1
7
8απ : α > 1

[Uebel & Woodland 99]

power g2(ω|α) = π
(ω

π

)α
[Eide & Gish 96]

quadratic g3(ω|α) = ω + α

(

ω

π
−
(ω

π

)2
)

[Pitz & Ney 05]

all-pass transform g4(ω|α, βI
1 , γI

1) = g(z−1(z̃(z(ω)))) [McDonough & Byrne+ 98]

with z(ω) = eıω −→ z−1(ζ) = ω = −ı log ζ and

z̃(z) =
z − α

1 − αz

I
∏

i=1

(

z − βi

1 − β∗
i z

· z − β∗
i

1 − βiz

)(

1 − γ∗
i z

z − γi
· 1 − γiz

z − γ∗
i

)

where βi and γi are complex parameters with |βi|, |γi| < 1.

bilinear z̃(z) =
z − α

1 − αz
(special case of the all-pass transform, I = 0) [Acero & Stern 91]

combinations e.g. g5(ω|α1, α2) = g2(g1(ω|α1)|α2) [Molau & Kanthak+ 00]

Table 2.1: Overview on warping functions.
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Figure 2.4: Example of a magnitude spectrum warped by a bilinear warping function.

2.4.2 Voice Conversion Based on Linear Transformation

The very first approaches to voice conversion [Abe & Nakamura+ 88] used a discrete repre-
sentation of the spectral envelopes of source and target speech. Each envelope was repre-
sented by a spectral vector clustered (quantized) into a certain number of artificial phonetic
classes15. This approach generated considerable artifacts which, even after further refine-
ments, could not be sufficiently suppressed [Kuwabara & Sagisaka 95].

Linear-transformation-based voice conversion [Stylianou & Cappé+ 95] significantly re-
duces the shortcomings of the above described method by using a Gaussian mixture
model [Duda & Hart 73], a formalism that models a probability density function as a
sum of multivariate normal distributions. It has been very successfully applied to
modeling speech given by spectral vectors. In literature, one finds applications to
speech recognition [Duda & Hart 73], language identification [Zissman 93], speaker recog-
nition [Reynolds 95], speaking rate estimation [Faltlhauser & Pfau+ 00], gender classifica-
tion [Tranter & Reynolds 04], and more. Applying the Gaussian mixture model to voice
conversion

• produces continuous (smooth) classification indices as opposed to the vector quantiza-
tion approach where discontinuities may occur when a vector jumps from one class to
the other and

15In this dissertation, speech sounds (phones) are also referred to as classes. Natural phonetic classes are
those which are recognized as distinctive by the International Phonetic Association and transcribed in
their International Phonetic Alphabet [Ladefoged 90]. Artificial phonetic classes are sounds which are
automatically clustered and do not necessarily represent a well-defined sound. They are not required to
be perceptively distinctive.
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• represents classes not only by their mean vectors but as a whole probability distribution
including the covariance matrices containing more precise information about the voice
characteristics.

After more than a decade, this approach is still state-of-the-art, as the vast number
of recent publications suggests: E.g. at Interspeech, held in September 2006 in Pitts-
burgh, 10 articles on Gaussian-mixture-model-based voice conversion were published
[Lee & Wu 06, Nakagiri & Toda+ 06, Nakamura & Toda+ 06, Nicolao & Drioli+ 06,
Nurminen & Tian+ 06, Ohtani & Toda+ 06, Sündermann & Höge+ 06,
Tian & Nurminen+ 06, Toda & Ohtani+ 06, Uto & Nankaku+ 06].

Linear-transformation-based voice conversion uses the source-filter model introduced in
Section 2.3.2 separating vocal tract (represented by feature vectors) from excitation (repre-
sented by the residual) as discussed in Section 2.3.3. The features are line spectral frequencies
derived from the respective frame’s spectrum X and arranged as the D-dimensional feature
vector16 x, see Section 2.3.3. Usually, x’s dimensionality D is much smaller than that of
X which is of importance for the robustness and mathematical stability of the statistical
analysis explained below. Due to the lower dimensionality, x does not contain all the infor-
mation contained in X but is a spectral envelope representation of X comprising its formant
structure. This behaviour is particularly interesting for the application to voice conversion,
since the spectral envelope is mainly influenced by the speaker-dependent vocal tract to be
transformed.

Let us now consider two time-aligned17 feature vector sequences xM
1 (source) and yM

1

(target) as training data. At first, a Gaussian mixture model is fitted to the source vectors,
each mixture density i ∈ {1, . . . , I} representing an artificial phonetic class assumed to be
Gaussian distributed. This is done by applying the expectation-maximization algorithm
[Hogg & McKean+ 95] which yields the parameters αi (mixture weights,

∑

i αi = 1; αi ≥ 0),
µi (mean vectors), and Σi (covariance matrices) describing the probability density

p(x) =
I
∑

i=1

αiN (x|µi,Σi) (2.8)

where N (x|µ,Σ) denotes the D-dimensional normal distribution

N (x|µ,Σ) =
1

√

(2π)D|Σ|
exp

(

− 1

2
(x− µ)Σ−1(x− µ)

)

. (2.9)

Now, the conditional probability of a mixture density i given an arbitrary source vector x is
derived by

p(i|x) =
p(x, i)

p(x)
=

αiN (x|µi,Σi)
I
∑

j=1

αjN (x|µj,Σj)

. (2.10)

Here, p(x, i) is the probability that x is generated by the ith mixture.

16In this thesis, the variable x is used in two contexts: It either stands for a time signal, as for instance in
the discussions of VTLN-based voice conversion, or a feature vector, as in the present case. In no case,
both contexts will be used in parallel.

17As introduced in Section 2.1.
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The voice transformation function F that converts a given source vector x to a vector
x̃ supposed to represent spectral contents similar to the target voice is expressed by a linear
transformation

x̃ = F (x) = Ax+ b (2.11)

or, considering mixture-dependent transformations18,

F (x) = F (x|AI
1, b

I
1) =

I
∑

i=1

p(i|x)(Aix+ bi). (2.12)

Finally, the unknown parameters Ai, matrices of size D×D, and bi, vectors of dimensionality
D are to be estimated based on the least squares technique where the sum of the squared
distances between the transformed vectors x̃m = F (xm|AI

1, b
I
1) and the aligned target vectors

ym for m ∈ {1, . . . ,M} is minimized19:

M
∑

m=1

|ym − F (xm|AI
1, b

I
1)|2 = min! (2.13)

In [Stylianou & Cappé+ 98], a solution to this least square problem is carried out showing
that AI

1 and bI1 can be expressed as a linear combination of αI
1, µ

I
1, and ΣI

1.
In conversion phase, a new source speaker utterance is featurized, the resulting feature

vector sequence is converted using the voice transformation function F . Section 2.4.3 is
dedicated to how to transform the resulting feature vectors to time domain.

A schematic overview of the conversion phase components of a voice conversion system
based on linear transformation is given in Figure 2.5. The input (source) speech is processed
by a pitch marking (and voicing detection) algorithm and accordingly segmented into frames
as described in Section 2.3.1. Features (linear predictive coefficients) are computed and
converted to a better representation (line spectral frequencies), cf. Section 2.3.3. Now, the
linear-transformation-based conversion function is applied based on the Gaussian mixture
model parameters estimated in training phase as described above. The converted line spectral
frequencies are converted back to linear predictive coefficients. After producing suitable
residuals by means of residual prediction (see Section 2.4.3), coefficients and residuals are
combined using linear predictive PSOLA generating the final waveform, cf. Section 2.3.4. In
doing so, the target fundamental frequency is derived from the source fundamental frequency
based on a prosody transformation which in this thesis is the transformation of the mean
fundamental frequency as discussed in Chapter 1.

2.4.3 Residual Prediction

In Section 2.4.2, the paradigm of linear-transformation-based voice conversion was intro-
duced dealing with the filter part of the source-filter model. In order to produce the final
waveform, this filter has to be excited with an appropriate residual signal as introduced in
Section 2.3.3. The determination of a proper residual for each processed speech frame is
referred to as residual prediction [Kain & Macon 01].

18This is, since the voice transformation function is expected to be class-dependent and, consequently,
mixture-dependent, as the mixtures provide an artificial phonetic distinction; see also Footnote 15.

19|x| is the l2-norm, i.e. the square root of the squares of x’s elements.
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Figure 2.5: Components of a voice conversion system based on linear transformation in con-
version phase. LPC stands for linear predictive coding/coefficients; LSF for line
spectral frequencies; GMM for Gaussian mixture model.

In addition to its application to voice conversion, residual prediction is also useful for
hidden-Markov-model-based speech synthesis [Masuko 02] where a sequence of feature vec-
tors is generated which have to be excited by means of appropriate residuals. However, so
far, in synthesis, mostly the vocoder approach is used.

In the following, several solutions to residual prediction are briefly described:

• Vocoder. The vocoder approach [Weinstein 75] is based on the standard formulation
of linear predictive coding [Atal & Hanauer 71] where source signals are either a white
noise or a pulse train thus resembling unvoiced or voiced excitations of the vocal
tract, respectively. Both, white noise and pulse train have a flat (white) magnitude
spectrum, but the former’s phase spectrum is randomized, and the latter’s is zero. A
more advanced approach uses a mixed excitation model with continuous voicing degrees
for several spectral bands [Cho & Kim+ 98]. Drawback of the vocoder approach is the
synthetic sound of the voice which is to be overcome by techniques involving natural
residual waveforms.

Recent advances to the vocoder in the STRAIGHT project, particularly focused
on an enhanced excitation model, resulted in speech sounds which “are sometimes
indistinguishable from the original speech sounds in terms of their naturalness”
[Banno & Hata+ 07]. These enhancements included a careful modeling of the signal’s
aperiodicities in conjunction with mixed-mode excitation and group delay manipula-
tion [Kawahara & Estill+ 01]. STRAIGHT, however, makes use of not only a white
excitation but also processes the source residuals.
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• Copying source residuals. When considering residual prediction for its application
to voice conversion we are given natural speech as input whose time-alignment to the
output speech is well known. Hence, for every output frame, at least the corresponding
input residual is known. According to the ideal source-filter model, one might expect
most of the speaker-dependent information to be represented by the vocal tract and,
consequently, by the features. The excitation and, consequently, the residuals, might be
expected to be less crucial for the voice characteristics, thus, finally, a simple solution
would be to directly use the source as target residuals and apply the transformed
features. This technique was used by [Kain & Macon 98], but they stated that “merely
changing the [spectral envelope] is not sufficient for changing the speaker identity”.
Most of the listeners “had the impression that a ‘third’ speaker was created”.

• Residual codebook method. In addition to the observation that the residual signal
also contains speaker-dependent information, it turns out that spectral features and
corresponding residuals are correlated [Kain 01]. This insight led to the idea that the
residuals of the converted speech could be predicted based on the converted feature
vectors and resulted in the following residual prediction technique.

In training phase, similar to Section 2.4.2, the probability distribution of the target
feature vectors yM

1 is modeled by a Gaussian mixture model. Here, the features are
a cepstral representation of linear predictive coefficients [Kain 01]. The correspond-
ing residual waveforms are converted to frequency domain, split into magnitude and
phase spectra and normalized to a constant number of spectral lines expressed by
the norm fundamental frequency fn set to 100Hz as proposed by [Ye & Young 04a].
This is done by means of cubic spline interpolation [de Boor 78]. In doing so, one
has to unwrap the phase spectra which are only given in the principal representa-
tion that is modulo 2π [McAulay & Quatieri 86, Yang & Koh+ 93]. Another slightly
different approach is to perform the interpolation in the complex domain, i.e. inter-
preting the spectral lines as two-dimensional vectors to be connected by cubic splines
[Sündermann & Bonafonte+ 04a].

Now, typical residual magnitude spectra r̂i, referred to as residual codebook, are de-
termined for each mixture density i ∈ {1, . . . , I} by computing a weighted average of
all residual magnitude spectra rm seen in training where the weights are the posterior
probabilities p(i|ym) that a given feature vector ym belongs to the mixture density i:

r̂i =

M
∑

m=1

rmp(i|ym)

M
∑

k=1

p(i|yk)

. (2.14)

During conversion phase, for each frame, we obtain a converted cepstral vector x̃ that
serves as basis for the prediction of the residual magnitude spectrum r̃ by calculating
a weighted sum over all mixture densities:

r̃ =
I
∑

i=1

r̂ip(i|x̃). (2.15)

To predict the phase spectrum, a similar approach is used that does not express the
spectrum as a sum of spectra, but selects the most likely entry of the codebook accord-
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ing to the posterior probability p(i|x̃) and finally applies a smoothing to avoid phase
discontinuities.

• Residual selection The residual codebook method tries to represent an arbitrary
residual by a linear combination of a limited number of prototype residuals. To better
model the manifold characteristics of the residuals, [Ye & Young 04a] introduced the
residual selection technique.

All residuals rm seen in training are stored into a table together with the corresponding
feature vectors ym that this time are composed of line spectral frequencies and their
deltas. Given the transformed feature vector x̃, in conversion phase, a residual is
selected from the table by minimizing the square error between x̃ and all feature
vectors seen in training:

r̃ = rm̃ with m̃ = arg min
m = 1,...,M

|x̃− ym|. (2.16)

For the phase spectra, a similar technique as for the residual codebook method is used.
Both approaches suffer from the inconsistency of the treatment of magnitude and phase
spectra, resulting in audible phase mismatches.

2.5 Evaluation Metrics for Voice Conversion

When assessing the performance of a voice conversion technique one mostly focuses on two
criteria:

• speech quality of the converted speech and

• speech similarity, i.e. the similarity of the converted source and the target.

To measure quality or similarity of the converted speech, there are two kinds of evaluation
paradigms used in this work: objective and subjective evaluation.

Objective criteria are based on calculations on features derived from the assessed speech
and are computed automatically. They feature the strong advantage of repeatability, i.e.,
they always produce the same result given the same data, and they are cheap for being
executed on a computer. However, and details are given below, often they are not able to
sufficiently represent the perception of a human listening to the same speech, and for certain
questions, e.g. for rating the speech quality, there are no reliable objective metrics available.

Subjective criteria, on the other hand, are based on the opinion of human listeners (sub-
jects) making these criteria more realistic, since the consumers of voice conversion technology
are humans. Unfortunately, subjective criteria are very instable, they depend on20:

• The subject’s mood. In a large number of subjective tests, the author observed the
following effect: The test was always put on a web interface accessible via Internet.
The test subjects were mostly colleagues from different institutions the author has
worked at in Germany, Spain, and the USA who were asked for participation by an
e-mail from the author.

Some of the e-mail’s addressees immediately performed the test, meaning they were
willing and having sufficient time to participate. Since a subjective test is the more

20This list is not supposed to be exhaustive.
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Figure 2.6: Mean opinion score depending on the number of subjects in the experiment.

significant the more people take part, the author used to ask the remaining colleagues
by means of a second and later a third e-mail, and finally, he received data from most
of them, even from those who were feeling disturbed by the test or being pressed for
time due to their work.

It turns out that, consistently over most of the tests carried out in the framework of this
dissertation, taking into account only the immediate responses produces significantly
better outcomes than using the whole number of participants21. This is due to the
deteriorating mood and attitude of the late participants.

Figure 2.6 shows an example of the mean opinion score22 on speech quality averaged
over all submissions to the experiment on residual prediction techniques discussed in
Section 4.1.3 taking into account more and more subjects. The mean opinion score
is almost 2.8 for 15 subjects and decreases to less than 2.5 for the final number of
subjects (29).

• The subject’s familiarity with speech technology. Professionals tend to be less critical
than näıve subjects, see [Bennett 05].

• The characteristics of other speech samples assessed at the same time. If two speech
samples are assessed in one test, the rating tends to be relative, even though the subject
was asked to rate in absolute terms. I.e., if someone is asked to rate technique A and
B where A is the technique in question and B is significantly worse than A the latter
usually is rated higher than if B were clearly superior. An example of this contrasting
effect is given in Section 5.2.3.

21To avoid misunderstandings: The results presented in this dissertation are, without exception, based on
the average over all participants of the respective experiments.

22For the definition of mean opinion score, see Section 2.5.3.
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2.5 Evaluation Metrics for Voice Conversion

quality similarity

objective – log-spectral distortion

subjective mean opinion score extended ABX,
mean opinion score

Table 2.2: Evaluation metrics used in this dissertation.

As mentioned before, the evaluation metrics used in this work are distinguished in two
dimensions: If they refer to quality or similarity and if they are objective or subjective. This
twofold distinction allows for nicely grouping the evaluation metrics as shown in Table 2.2.
The following sections discuss the details of these metrics.

2.5.1 Log-Spectral Distortion

This measure evaluates the similarity of two parallel spectral vector sequences. Since the
objective of voice conversion is to convert the source speech in a way that it sounds similar
to the target voice, the log-spectral distortion, a distance measure between the converted
source and the target speech, is the smaller, the more successful the conversion is. In
order to produce parallel vector sequences of converted source and target, parallel speech
samples of the reference (target) speaker are required and are aligned to the converted
source by means of dynamic time warping as for the text-dependent voice conversion training
introduced in Section 2.1. According to [Hagen 94], the log-spectral distortion is defined as
the distance between the cepstral coefficients of converted source x̃K

1 and target yK
1 multiplied

with a constant used for achieving compatibility to distance measures formerly introduced
by [Gray & Markel 76]:

DLSD =
10
√

2

K ln 10

K
∑

k=1

|x̃k − yk|. (2.17)

The log-spectral distortion is supposed to appropriately represent the subjective impression
of spectral dissimilarity, although considerations about spectral details as e.g. required for
residual prediction (see Section 4.3.1) show that, for certain investigations, this measure is
not useful.

2.5.2 Extended ABX

An ABX test is a method of subjectively comparing two audio files to determine if any
audible differences between the files can be found [Meilgaard & Civille+ 99]. Its name is
derived from the fact that there are two known samples, A and B, and one unknown sample,
X, the ABX tester must identify as either sample A or sample B.

The ABX test was formerly used to show the high fidelity of the compact disc and other
digital sound storage media as compared to analog ones and is very often applied to the
evaluation of speech codecs. Already in one of the first voice-conversion-related publications
[Abe & Nakamura+ 88], this test was applied to assess the success of voice conversion. There,
A and B were either source and target or vice versa (by random), and X was the converted
source. The subjects were asked whether X sounds similar to A or to B. A large majority
selecting the target was indicated as being successful, and, on the other hand, if most subjects
selected the source, the voice conversion was said to be unsuccessful.
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2 State of the Art

MOS quality similarity

5 excellent identical
4 good similar
3 fair uncertain
2 poor dissimilar
1 bad different

Table 2.3: Mean opinion score rating scheme.

This paradigm was used over a decade until [Kain & Macon 98] observed that several
of their experiments showed an almost uniformal distribution among source and target voice
which could have been interpreted as being fairly successful. However, when interview-
ing the subjects they found “that many had the impression that a third [...] speaker was
created” and, therefore, tended to decide by chance. In order to identify this category,
this dissertation’s author introduced a third choice to the test and called it extended ABX
[Sündermann & Bonafonte+ 04b]. Here, the subject is asked whether voice X sounded like

(1) voice A,

(2) voice B, or

(3) neither of them.

2.5.3 Mean Opinion Score

The mean opinion score (MOS) provides a numerical indication of perceived quality of multi-
media such as audio, voice telephony, or video [ITU 96]. The MOS is expressed as a number
between 1 and 5 with a rating scheme according to Table 2.3 and is the arithmetic mean
of all individual scores. In speech science, the MOS is widely used for the evaluation of
text-to-speech technology [Cole 98] and voice conversion [Moulines & Sagisaka 95].

A decade later, in the framework of the project TC-Star (cf. Section A.1), the author
proposed to apply the MOS also to rate the similarity of converted and target voice replacing
the extended ABX test discussed in Section 2.5.2 [Sündermann & Bonafonte+ 05]. This was
to produce a symmetric two-dimensional representation of speech quality and similarity in
one diagram as shown in Figure 5.5 and to allow for deriving a single score by averaging
both MOS scores in order to rank several systems. The respective rating scheme is given in
Table 2.3.
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3 VTLN-Based Voice Conversion

The considerable performance gain achieved when applying VTLN to speech recognition
mentioned in Section 2.4.1 suggested that the proposed frequency warping changed an im-
portant part of the voice characteristics towards a given target (the norm voice). Since after
warping, the spectra can be easily transformed back to an audible time signal by means of
frequency domain PSOLA (see Section 2.3.4), its use for voice conversion seems promising.

3.1 Parameter Training

In Section 2.4.1, it was mentioned that the parameters of the considered warping functions
are determined by performing a forced alignment on the whole training data for each pa-
rameter candidate and searching for the parameter resulting in the maximum score. Since
in the case of voice conversion, we are given parallel speech of source and target (cf. Sec-
tion 2.1), the optimal parameter candidate can be estimated by comparing converted source
and target speech frame by frame, accumulating the distances between corresponding frames
and choosing the candidate with the lowest result. In doing so, voiced frames are to be pre-
ferred, as, generally, they contain much more vocal-tract-related information than unvoiced
frames23. Consequently the accumulation of the aforementioned distances is performed by
weighting the respective frames’ contributions by their voicing degree vm as introduced in
Section 2.3.4:

ξI
1 = arg min

ξ
′I
′1

M
∑

m=1

vm|Ym − X̃m(ξ
′I
′1)|2 (3.1)

where |X| is the continuous equivalent to the definition of the l2-norm according to Foot-
note 19:

|X| =

√

1

π

∫ π

0

|X(ω)|2 dω. (3.2)

Compared to the very time-consuming estimation of the warping factor in speech recognition,
this procedure is rather fast, particularly when taking into account that the amount of speech
considered in the voice conversion task rarely exceeds 15 minutes (cf. corpora descriptions in
Section A.2), whereas in speech recognition, sometimes databases of several thousand hours
of speech are employed [Evermann & Chan+ 05]. At least this holds when the search space
is kept as limited as mentioned earlier for applications to speech recognition in Equation 2.7:

ξ
′I
′1 = α′ ∈ {0.88, 0.9, . . . , 1.12}. (3.3)

For two reasons, however, the search space has to be enlarged when being applied to voice
conversion:

23[Ye & Young 04a] observed that “unvoiced sounds contain very little vocal tract information [...]. Hence,
in common with other [voice conversion] systems, unvoiced frames [...] are simply copied to the target.”



3 VTLN-Based Voice Conversion

• According to the definition of VTLN (see Section 2.4.1), this technique aims at compen-
sating for variations in the vocal tract length and normalizing it to a norm value which
is located symmetrically between the extrema α = 0.88 and α = 1.12. When applied
to voice conversion the objective is slightly different. Here, one aims at transforming
the vocal tract length from a given voice to an arbitrary other voice. If the source
voice is already an extreme voice (e.g. a child featuring a very short vocal tract), and
the target voice is the other extremum (a bass voice with large vocal tract), the range
of warping is about double of that expected in the normalization case of speech recog-
nition24. Consequently, for the piece-wise linear warping function with two segments,
the final range would be

α′ ∈ {0.76, 0.78, . . . , 1.24}. (3.4)

• In Table 2.1, two warping functions depending on several parameters were introduced.
They give more flexibility for changing the voice characteristics in the voice conversion
framework on the one hand, but raise the problem of how to estimate these parameters
on the other hand.

For the case of combining k warping functions with one parameter each (see last row
of Table 2.1) whose cardinality25 is c, one obtains ck different combinations of warping
factors to be searched. This search is only tractable if k is small.

In the case of the all-pass transform and given a considerable number of parameters,
the estimation using a full search is not tractable anymore. [Sündermann & Ney+ 03b]
presented a parameter estimation algorithm based on the gradient descend method
[Avriel 76]. Since this method delivers a local optimum in the neighborhood of a given
initial parameter setting, a large number of Gaussian distributed initial parameter
settings were applied in order to find the global optimum.

3.2 A Piece-Wise Linear Warping Function with Several

Segments

The variety of mostly non-linear warping functions featuring different parameter ranges and
characteristics as well as the computational effort to estimate the warping parameters calls for
a generalized warping function with several parameters that can be computed fast and easily.
For that purpose, the author defines a function composed of I + 1 linear segments fulfilling
the following constraints common with the conventional warping functions of Table 2.1:

• The function is continuous.

• The function is monotonous.

• The function is bounded in domain as well as in co-domain to values between 0 and π
also serving as starting and ending points.

24This suggests that the term vocal tract length normalization is not completely adequate to its application
to voice conversion. Words like adaptation, transformation, or conversion seem to better represent the
described technique. However, for the considerable popularity of the acronym VTLN in the speech
community, the author decided to ignore this slight imprecision.

25The number of members of the set of parameters. E.g., the cardinality of the set of all possible α′ in
Equation 3.4 is 25.
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Figure 3.1: Example of a the piece-wise linear warping function with several segments.

Such a function is given by

g(ω|ωI
1 , ω̃

I
1) = αiω + βi for ωi ≤ ω < ωi+1; i = 0, . . . , I (3.5)

with αi =
ω̃i+1 − ω̃i

ωi+1 − ωi

, βi = ω̃i+1 − αiωi+1 and

0 = ω0 < ω1 < · · · < ωI < ωI+1 = π, for ω̃i equivalent.

An example of this function is shown in Figure 3.1 where the target frequency parameters
are equidistantly distributed as

ω̃i =
iπ

I + 1
. (3.6)

For the following considerations, the parameters ω̃I
1 are kept constant, so the estimation

procedure given by Equation 3.1 is limited to the unknown parameters ωI
1 :

ωI
1 = arg min

ω
′I
′1

M
∑

m=1

vm|Ym − X̃m(ω
′I
′1)|2

= arg min
ω
′I
′1

M
∑

m=1

vm

π
∫

0

|Ym(ω) − X̃m(ω|ω′I
′1)|2dω. (3.7)

Inverting Equation 2.5 produces
ω = g−1(ω̃) (3.8)

that can be applied to Equation 2.6 yielding

X̃(ω) = X(g−1(ω)). (3.9)

Inverting g(ω) as given by Equation 3.5 results in

g−1(ω|ωI
1) =

ω − βi

αi

for ω̃i ≤ ω < ω̃i+1; i = 0, . . . , I (3.10)
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3 VTLN-Based Voice Conversion

which is inserted into Equation 3.9:

X̃(ω|ωI
1) = X

(

ω − βi

αi

)

for ω̃i ≤ ω < ω̃i+1; i = 0, . . . , I. (3.11)

This allows for breaking the integral of Equation 3.7 down into a sum of partial integrals:

ωI
1 = arg min

ω
′I
′1

M
∑

m=1

vm

I
∑

i=0

ω̃i+1
∫

ω̃i

∣

∣

∣
Ym(ω) −Xm

(ω − βi

αi

|ω′I
′1

)∣

∣

∣

2

dω. (3.12)

Exploiting the fact that αi and βi only depend on the unknown variables ωi and ωi+1 yields

ωI
1 = arg min

ω
′I
′1

I
∑

i=0

M
∑

m=1

vm

ω̃i+1
∫

ω̃i

∣

∣

∣
Ym(ω) −Xm

(ω − βi

αi

|ω′
i, ω

′
i+1

)∣

∣

∣

2

dω

= arg min
ω
′I
′1

I
∑

i=0

G(ω′
i, ω

′
i+1). (3.13)

Now, the auxiliary quantity Q is introduced as

Q(i, ν) = min
νi
1;

νi=ν

i
∑

j=1

G(νj−1, νj)

= min
νi

i−1

[

G(νi−1, νi) + min
ν
′i−1
′1

;

ν′
i−1=νi−1

i−1
∑

j=1

G(νj−1, νj)

]

= min
νi

i−1

[

G(νi−1, νi) +Q(i− 1, νi−1)
]

. (3.14)

Inserting this recursion formula into Equation 3.13 and setting the initial quantityQ(0, 0) = 0
produces

ωI
1 = argQ(I + 1, π). (3.15)

This shows that the problem can be broken down into simpler subproblems that require a
minimization of two rather than I parameters, i.e., it is a typical dynamic programming
problem [Cormen & Leiserson+ 90]. The complexity of a straightforward search over all
parameter combinations of ω

′I
′1 is O(cI), whereas solving the subproblems corresponds to

only O(Ic2). For c cf. Footnote 25.

3.3 Frequency Domain vs. Time Domain VTLN

So far, this chapter’s considerations dealt with parameter estimation of VTLN-based voice
conversion that takes place in the training phase. Often, the training can be performed
offline so that there are no strong restrictions with respect to real-time ability and memory
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Figure 3.2: Frequency-domain- vs. time-domain-VTLN-based voice conversion.

requirements26. The conversion, however, should be real-time-able as crucial for several
applications introduced in Chapter 1 (E, F, G). Even more demanding with respect to the
real-time factor is the application to embedded devices (C) where the computational effort
has to be reduced as much as possible.

Having a look at Figure 3.2, on the left hand side, we see the signal flow according to con-
ventional VTLN-based voice conversion where, after breaking the input speech signal down
into frames according to Section 2.3.4, phase and magnitude spectra are extracted applying
discrete Fourier transformation. Then, spectra are warped as explained in Section 2.4.1,
transformed back to time domain via inverse discrete Fourier transformation, and, finally,
concatenated by means of PSOLA. Table 3.1 shows the computational time behaviour of
this algorithm. Taking an example mean fundamental frequency of 160Hz and a sampling
rate of 16kHz, we get K̄ = 200 and, finally, find that more than 97% of the computation is
due to the Fourier transformation27.

This outcome suggests to search for a VTLN technique that avoids the use of discrete
Fourier transformation and directly manipulates the signal in time domain. The principle of
this idea is to exploit the time correspondences of the discrete Fourier transformation that
explain what the warping in frequency domain causes in time domain. Again, due to the
advantageous characteristics of the piece-wise linear warping function with several segments
introduced in Section 3.2, it will serve as prime example of the following considerations.

26There are exceptions like the Minnesang project mentioned in Section 2.2 involving nearly real-time
cross-language training based on a short verse uttered by the visitor in his mother tongue. The
voice conversion technology used in this project is based on developments of the author described in
[Sündermann & Ney+ 03b, Sündermann & Bonafonte+ 04a] as well as in this dissertation.

27This result does not consider the computational contribution of the pitch tracker. In several applications,
the pitch marks are computed offline and, hence, do not contribute to real-time ability.

31



3 VTLN-Based Voice Conversion

running time / operations memory / 16bit
FD-VTLN TD-VTLN FD-VTLN TD-VTLN

DFT 4K̄2 − 2K̄ K̄

spline interp. 40K̄ 40K̄ 6K̄ 6K̄

IDFT 4K̄2 − 2K̄ K̄

total 8K̄2 + 36K̄ 40K̄ 8K̄ 6K̄

Table 3.1: Frequency domain vs. time domain VTLN: running time and memory require-
ments; K̄ = 2 fs

¯̄f0
is the average number of samples per frame (remember that a

frame consists of two signal periods); for fs and f̄0, see Sections 2.4.2 and 2.3.4.
Operations include floating point additions and multiplications performed per
frame. To explicitly estimate the number of operations per second, multiply the
number of operations given in the table by the average number of frames per

second, e.g.: f̄0 · (8K̄2 + 36K̄) = 32 f2
s

¯̄f0
+ 72fs.

3.3.1 Frequency Domain VTLN

Expressing the time frame x(t); 0 ≤ t ≤ T introduced in Section 2.3.4 as time series
xK

1 ; K = Tfs, the discrete Fourier transformation is defined as [Walker 96]

Xn =
K
∑

k=1

xke
−2πı(n−1) k−1

K ; n = 1, . . . , K (3.16)

or, shorter,

X = F(x). (3.17)

In the following, the abbreviation

κ = π
k − 1

K
(3.18)

is used. The coefficients XK
2 feature the symmetry

XK−n+2 =
K
∑

k=1

xke
−2κı(K−n+1)

=
K
∑

k=1

xke
2κı(n−1)

=
K
∑

k=1

(

xke
−2κı(n−1)

)∗

= X∗
n for n = 2, . . . , K (3.19)

and, for the sake of completeness, it is defined

XK+1 = X∗
1 . (3.20)
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3.3 Frequency Domain vs. Time Domain VTLN

This means, about half of the coefficients are redundant, whereas the other half corresponds
to the spectrum X(ω), treated as being continuous so far, cf. discussion in Footnote 13. Let
N be the number of non-redundant coefficients X1, . . . , XN with

N =







K+1
2

: odd K

K+2
2

: even K,
(3.21)

then, in the following, a discretized variant of X(ω) is considered, given by

Xn := X(ωn) with ωn = π
n− 1

N − 1
; n = 1, . . . , N. (3.22)

Now, Equation 3.11 yields X̃ which can be computed from discrete values for ω by means of
interpolation techniques as cubic splines, cf. Section 2.4.1. From such a modified spectrum
X̃, one can always return to the symmetric form X̃n, n = 1, . . . , K as introduced in Equa-
tion 3.16 using the equivalence derived in Equation 3.19. The only missing parameter at
this point could be K, for instance, when pitch adaptation for (frequency domain) PSOLA
is performed together with the frequency warping affecting the number of redundance-free
spectral lines N and, hence, K. Equation 3.21 contains the relation between N and K, but
it is unclear whether K is odd or even if only N is given. However, looking at the symmetry
formula in Equation 3.19 for the case n = K

2
+ 1 that is only integer and, hence, valid, if K

is even, one obtains

XK−K
2
−1+2 = XK

2
+1 = X∗

K
2

+1
−→ ℑ(XK

2
+1) = ℑ(XN) = 0 for K ∈ {2, 4, . . .}. (3.23)

This outcome allows for inverting Equation 3.2128:

K =







2N − 1 : ℑ(XN) 6= 0

2N − 2 : ℑ(XN) = 0.
(3.24)

Finally, inverse discrete Fourier transformation leads back to time domain and, hence, to the
converted time frame

x̃k =
1

K

K
∑

n=1

X̃ne
2κı(n−1); k = 1, . . . , K (3.25)

or, simply,

x̃ = F−1(X̃). (3.26)

3.3.2 Time Domain VTLN

As motivated earlier in this section, the objective of time domain VTLN is to avoid the use of
discrete Fourier transformation (Equations 3.16 and 3.25) by expressing the frequency warp-
ing of Equation 3.11 by means of direct modifications of the time signal xK

1 . Equation 3.11

28Theoretically, the condition ℑ(XN ) = 0 is not sufficient for determining that K is even, since one can
construct cases of odd spectra with ℑ(XN ) = ℑ(XN+1) = 0; but in natural speech data, such cases are
extremely rare.

33
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can be rewritten as a sum of linearly warped spectra windowed by rectangular windows:

X̃(ω|ωI
1 , ω̃

I
1) =

I
∑

i=0

X

(

ω − βi

αi

)

R(ω|ωi, ωi+1).

=:
I
∑

i=0

X(i)(ω)R(i)(ω) (3.27)

with R(ω|ωi, ωi+1) =











1 : ωi < ω < ωi+1

1
2

: ω = ωi ∨ ω = ωi+1

0 : otherwise.

(3.28)

Interpreting X and R as discrete spectra, the time waveform x̃ is derived as29

x̃ = F−1
(

I
∑

i=0

X(i)R(i)
)

=
I
∑

i=0

F−1(X(i)R(i)) (3.29)

exploiting the linearity of the discrete Fourier transformation. Furthermore, by means of
the convolution theorem [Smith 03], the multiplication of X and R in frequency domain can
be expressed as a convolution in time domain where x and r refer to the respective inverse
transforms:

x̃ =
I
∑

i=0

x(i) ∗ r(i) (3.30)

with the following definition of the convolution operator:

(a ∗ b)k =
k
∑

n=1

anbk−n+1 +
K
∑

n=k+1

anbk−n+1+K for k = 1, . . . , K. (3.31)

The subsequent considerations apply some foundations of the (continuous) Fourier transfor-
mation, that is why, in the following paragraph, x(i) is treated as a function of the continuous
time t:

x(i)(t) = F−1

{

X

(

ω − βi

αi

)}

(t). (3.32)

Section A.3.1 provides a derivation of the equality

x(i)(t) = αie
ıβitx(αit). (3.33)

There are some interesting aspects about this result:

• A scaling in time domain is uncomplicated as long as the continuous Fourier transfor-
mation is considered that is defined for −∞ < t < ∞. However, when returning to
the discrete case where the source frame consisted of K samples a time scaling by αi

means that

29Here, XR refers to the element-wise multiplication of the spectra X and R.
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– the time waveform consists of the sample values xαik with αik being integer and,
hence, has to be derived by interpolation.

– For the same reason, the number of time samples K has to be changed to the
integer next to K

αi
, in the following referred to as K(i), to make sure that no part

of the waveform is missing30:

K(i) =

⌊

K

αi

⌋

. (3.34)

– Since for each addend in Equation 3.29, the value K(i) can be different due to dif-
ferent values of αi, it is not clear how the summation is to be performed properly.
This problem is overcome by waiting with the summation until the final wave-
form concatenation in the time domain PSOLA framework where each of the I
contributions is treated separately yielding a continuous waveform featuring the
target pitch. Ultimately, these contributions are summed up resulting in the final
speech signal.

• The term eıβit is complex, and therefore x(i) becomes complex. This is due to the sym-
metry characteristics of the discrete Fourier transformation discussed in Section 3.3.1
which, so far, have not been taken into account. Later in this section when joining the
contributions of X and R this issue will be addressed in detail.

• These considerations lead to the discrete representation

x
(i∗)
k = αie

2κ(i)ıβixαik for k = 1, . . . , K(i). (3.35)

The superscript (∗) is to denote that this time series is complex-valued. To become
real-valued, it first will be convolved with the time correspondence r(i∗) of that part
of the rectangular window R representing the spectral segment where ωi ≤ ω ≤ ωi+1

(in discrete terms expressed by ni ≤ n ≤ ni+1, cf. below). Then, it is summed up
with its symmetric counterpart x(i∗−) convolved with R’s analogon r(i∗−). Such a
counterpart x− to a given (complex-valued) waveform x is calculated by applying the
inverse discrete Fourier transformation (Equation 3.25) to the spectrum X∗

K−n+2, n =
1, . . . , K that is motivated by the symmetry assumption derived in Equation 3.19:

x−k =
1

K

K
∑

n=1

X∗
K−n+2 e

2κı(n−1). (3.36)

Substituting n = K − n′ + 2 and using Equation 3.20 yields

x−k =
1

K

K
∑

n′=1

X∗
n′ e2κı(K−n′+1)

=
1

K

K
∑

n′=1

X∗
n′

(

e2κı(n′−1)
)∗
. (3.37)

By means of the relation
a∗b∗ = (ab)∗, (3.38)

30The symbol ⌊a⌋ refers to the arithmetic rounding of a.
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one ultimately obtains

x−k =
1

K

K
∑

n′=1

(

Xn′ e2κı(n′−1)
)∗

= x∗k. (3.39)

Section A.3.2 provides the contribution of R(i) to Equation 3.29:

r
(i∗)
k =

1

K(i)

[

sin
(

κ(i)(ni+1 − 1)
)

sin(κ(i))
eκ(i)ı(ni+1−2) − sin(κ(i)ni)

sin(κ(i))
eκ(i)ı(ni−1)

+
1

2
e2κ(i)ı(ni−1) +

1

2
e2κ(i)ı(ni+1−1)

]

(3.40)

Having derived the complex-valued time correspondences x(i∗) and r(i∗), the convolution
according to Equation 3.30 is to be carried out, likewise, the symmetric counterparts x(i∗−)

and r(i∗−) derived using Equation 3.39 are convolved, and both contributions are summed
up:

x̃ =
I
∑

i=0

[

x(i∗) ∗ r(i∗) + x(i∗−) ∗ r(i∗−)
]

=
I
∑

i=0

[

x(i∗) ∗ r(i∗) +
(

x(i∗))∗ ∗
(

r(i∗))∗
]

. (3.41)

Referring to Equation 3.31, the convolution of two conjugated numbers a∗ and b∗ can be
computed (also using Equation 3.38) by

(a∗ ∗ b∗)k =
k
∑

n=1

a∗nb
∗
k−n+1 +

K
∑

n=k+1

a∗nb
∗
k−n+1+K

=
k
∑

n=1

(anbk−n+1)
∗ +

K
∑

n=k+1

(anbk−n+1+K)∗

= (a ∗ b)∗k (3.42)

finally yielding

x̃ =
I
∑

i=0

[

x(i∗) ∗ r(i∗) +
(

x(i∗) ∗ r(i∗))∗
]

= 2
I
∑

i=0

ℜ
(

x(i∗) ∗ r(i∗)) . (3.43)

3.3.3 Time Behaviour

In the beginning of Section 3.3, the derivation of time domain VTLN was motivated by its
supposedly superior computation time behaviour compared with the conventional frequency
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Figure 3.3: Special case of a the piece-wise linear warping function with two segments and
ω1 → π.

domain VTLN. The latter consumed most of the time for the domain transformation from
time to frequency and back to time – discrete Fourier transformation has a computational
complexity of O(K2).

However, the final formula of the time domain VTLN (Equation 3.43) involves a con-
volution that, likewise, is of complexity O(K2). Hence, it seems that the avoidance of the
domain transformation did not have a positive impact on the time behaviour of VTLN-based
voice conversion.

To refute this argument, a special case of the piece-wise linear warping function is to be
taken into account where two segments are considered, i.e., I = 1. Equation 3.5 yields

α0 =
ω̃1

ω1

; α1 =
π − ω̃1

π − ω1

; β0 = 0; β1 = π
ω̃1 − ω1

π − ω1

. (3.44)

Now, it is considered that ω1 approaches π, as shown in Figure 3.3. Consequently, α1

approaches infinity, and Equation 3.34 produces K(1) = 0. This means, segment i = 1 is
omitted, and the only remaining free parameter is ω̃1. Since β0 = 0, Equation 3.35 yields

x
(0∗)
k =

ω̃1

π
x ω̃1

π
k
. (3.45)

This function is real-valued and, considering the omission of the segment i = 1, allows for
rewriting Equation 3.43:

x̃ = 2x(0∗) ∗ ℜ
(

r(0∗)) . (3.46)

As shown in Section A.3.3, the above real part can be expressed by

ℜ
(

r
(0∗)
k

)

=

{

1
2

: k = 1

0 : k > 1.
(3.47)
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Now, the convolution operator’s definition given by Equation 3.31 is inserted into Equa-
tion 3.46 yielding the final result

x̃k = 2

[

k
∑

n=1

x(0∗)
n ℜ(r

(0∗)
k−n+1) +

K
∑

n=k+1

x(0∗)
n ℜ(r

(0∗)
k−n+1+K)

]

= 2x
(0∗)
k · 1

2
=

ω̃1

π
x ω̃1

π
k
. (3.48)

This means, for the special case considered in the above derivations, the convolution is
omitted, and the computational complexity is reduced to O(K). An exact breakdown of the
number of operations for this special case compared with frequency domain VTLN is given
in Table 3.1. Taking into account the example at the very beginning of Section 3.3, i.e.,
K̄ = 200, the proposed time domain VTLN accelerates computation by a factor of about
40. In absolute terms, this corresponds to 1.28Mops/s.

3.3.4 Experiments

In the last section, it was shown that, for a special case, time domain VTLN significantly
accelerates the computation. Now, it was important to investigate if this paradigm change
would perceptually affect the speech output. Therefore, both frequency- and time-domain-
VTLN-based voice conversion were compared in terms of speech quality and performance
to change the voice identity. This was done using the MOS and the extended ABX test
described in Sections 2.5.2 and 2.5.3. For these subjective tests, 14 subjects, 12 of whom
specialists in speech processing, were invited.

From the Spanish synthesis corpus described in Section A.2.1, ten parallel utterances
(about 40s) were randomly selected and aligned by means of dynamic time warping. For both
gender combinations, the parameter training according to Section 3.1 was performed. Then,
frequency and time domain VTLN were applied to a random selection of 8 parallel utterances
of both genders (about 30s) which were different from those in the training data obtaining
a total of 32 converted utterances. From these, 8 sentences were randomly selected in a way
that each gender/VTLN-type combination was represented by exactly two sentences. This
randomization was carried out again for each of the 14 participants. An overview about the
training and testing data as well as the compared systems’ properties is given in Table 3.2.
Table 3.3 reports the results of the MOS test and Table 3.4 those of the extended ABX test
depending on the VTLN technique and the gender combination.

3.3.5 Conclusion

The outcomes of the MOS test on speech quality in Table 3.3 certify a fair speech quality
for both frequency- as well as time-domain-VTLN-based voice conversion. The conversion
from the female to the male voice performs significantly better than the other way around.
An analysis of the distortions and artifacts produced by the conversion algorithm showed
that most of them could be attributed to errors of the pitch tracker that achieved a higher
performance for female than for male speech confirming results of [Höge & Kotnik+ 06].

This outcome, however, does not allow for the general conclusion that male-to-female
conversion is the harder task, since comparing with experiments on databases involving other
voices suggests that the conversion has a stronger dependence on the particular processed
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frequency domain VTLN time domain VTLN

conversion type text-dependent
intra-lingual

source/target language Spanish/Spanish

alignment technique dynamic time warping

corpus Spanish synthesis corpus
voices 1 female, 1 male
amount of training data 38.7s female, 42.7s male
amount of test data 30.6s female, 34.0s male
number of test subjects 14

pitch mark extraction Goncharoff/Gries (automatic)
voicing determination Adaptive Multi-Rate (automatic)

warping function piece-wise linear, two segments piece-wise linear, two segments
(symmetric, cf. Table 2.1) (cf. Figure 3.3)

free parameters α, ρ* ω̃1
†, ρ

acoustic synthesis frequency domain PSOLA time domain PSOLA

Table 3.2: Frequency domain vs. time domain VTLN: system properties.

* For ρ, see Equation 2.4.
† According to Equation 3.44, the parameter ω̃1 can be normalized by ω1 = π resulting in

the warping factor α0 making frequency and time domain VTLN equivalent also in terms
of the nature of their free parameters.

FD VTLN TD VTLN

female to male 3.3 3.4

male to female 2.6 2.6

total 3.0 3.0

Table 3.3: Frequency domain (FD) vs. time domain (TD) VTLN: results of the MOS test.

[%] FD VTLN TD VTLN

source speaker 20 16

target speaker 29 36

neither 50 48

Table 3.4: Frequency domain vs. time domain VTLN: results of the extended ABX test.

voices than on the gender. This is confirmed in literature where one finds examples claim-
ing that “the conversion from female to male is much better than from male to female”
[Qin & Chen+ 05] but also vice versa – “male to female conversion achieves better quality
than female to male conversion” [Tang & Wang+ 01].

Considering the outcomes of the extended ABX test shows that VTLN-based voice
conversion features the capability to manipulate a given voice in such a way that the result
is sufficiently different from the original to be perceived as another voice (task 1): ≤ 20% of
the example sentences were recognized as being spoken by the source speaker, see Table 3.4.

On the other hand, VTLN-based voice conversion is not appropriate to imitate a certain
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speaker’s voice (task 2): The results report that only around a third of the examples were
perceived to be uttered by the target speaker.

Finally, the experimental results show that the two compared conversion techniques
based on frequency and time domain VTLN perform very similarly in terms of both speech
quality and voice identity. The time-domain-VTLN-based technique, however, is consider-
ably faster (in the example discussed above by a factor of about 40).

3.4 On Generating Several Well-Distinguishable Voices

The results of the last section showed that VTLN-based voice conversion is able to change
a source speaker’s voice such that it is perceived to be another voice. However, would it
be possible to produce two voices that are perceived to be different from the source voice
and also from each other, or even more? This capability could play a role for scenarios like
in speech-to-speech translation for parliamentary speeches as in the project TC-Star (cf.
Section A.1) where several politicians have to be clearly distinguished.

Consequently, this section is to investigate the characteristics of VTLN-based voice
conversion with respect to the production of well-distinguishable voices. In doing so, the
special case discussed in the last section is to be used, i.e., the number of parameters is limited
to two, the warping factor α and the ratio ρ between the mean fundamental frequencies after
and before the conversion. To simplify matters, they are combined in the vector v = (α, ρ).

3.4.1 On the Naturalness of Converted Voices

It is obvious that only parameter values inside a certain range result in reasonable, i.e.
naturally sounding voices. E.g., setting v = (1, 1) does not change the voice at all and
should result in the maximum naturalness when distortions by the analysis-synthesis system
can be neglected. On the other hand, extreme values as r → ∞ produce artificial or even
irrecognizable voices.

Hence, at the beginning, the relation between the parameter settings and the voices’
naturalness was to be investigated. This was done by performing a subjective test on the
naturalness of the converted speech. The corpus used in the following experiments is the
German synthesis corpus described in Section A.2.2. From both the female and the male
speaker, 25 utterances were randomly selected and converted based on the parameters dis-
played in Figure 3.4 which were determined by means of informal listening tests.

Now, 11 subjects were asked to rate the naturalness of converted speech samples on an
MOS scale between 1 (artificial) and 5 (natural) based on the following instructions:

“You listen to 50 speech samples. In this experiment, you are to rank the nat-
uralness of voices. Please, do not pay attention to the recording conditions, the
sound or synthesis quality of the samples, or to the speaking style; we are just
interested in whether you think the voices sound as if uttered by a real person.”

Table 3.5 shows the system properties of this experiment. From the resulting naturalness
scores belonging to the 25 parameter vectors of the female and the male speaker, respectively,
an estimate for the score in the whole v space was produced by applying a two-dimensional
interpolation based on Delaunay triangulation [Preparata & Shamos 85] to the scattered
data. Figure 3.5 shows the results.
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Figure 3.4: Naturalness of converted voices: parameter settings for the female (left) and the
male (right) voice.

conversion technique time domain VTLN
corpus German synthesis corpus
voices 1 female, 1 male

amount of test data 98.6s female, 55.8s male*

number of test subjects 11 [10, 13]
pitch mark extraction Goncharoff/Gries (automatic)
warping function piece-wise linear, two segments
free parameters α, ρ

acoustic synthesis time domain PSOLA

Table 3.5: Naturalness [dissimilarity, well-distinguishability] of converted voices: system
properties.

* The time difference is due to considerable differences in the speaking rate of both speakers.

In both examples, the female as well as the male voice, the naturalness as a function
of α and ρ resembles a somewhat elliptical and tilted shape. The tilt is due to the fact
that vocal tract length (represented by the warping factor α) and fundamental frequency
(represented by ρ) are correlated. Speakers with low voices mostly feature long vocal tracts
and high voices short vocal tracts. Low voices with short vocal tracts, or the opposite, are
much rarer and, hence, are rated less natural.

3.4.2 On the Dissimilarity of Converted Voices

The demand for well-distinguishable voices leads to the question, how the subjective dissim-
ilarity of two voices produced by warping a source voice depends on the objective difference
between the two parameter vectors used, v1 = (α1, ρ1) and v2 = (α2, ρ2). To describe the
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Figure 3.5: Dependence of the naturalness of a converted voice on the parameters α and ρ:
Examples of a female (top) and a male (bottom) voice. Lines describe equal
naturalness for a given MOS value in the range of 2, 2.5, . . . , 4.5.
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Figure 3.6: The function D(d) as given by Equation 3.50 for some example parameter set-
tings.

dependence between both measures, the following model is introduced:

• When the Euclidean distance is used as measure in parameter space one has to make
sure that the contributions of the involved parameters are equivalent. E.g., it is not
clear that a listener feels the same dissimilarity when facing voices generated us-
ing v1 = (0.9, 1) and v2 = (1.1, 1) as when the parameters were v1 = (1, 0.9) and
v2 = (1, 1.1), although, in both cases, the Euclidean distance is |v2 − v1| = 0.2. There-
fore, the involved parameters are scaled using the weights w and (1 − w), 0 ≤ w ≤ 1,
respectively. In doing so, it is to be taken into account that the logarithmic frequency
scale better represents the human perception than the linear one. I.e., by logarithmiz-
ing the fundamental frequency ratio, the parameter vectors v2 = (1, 0.5) and v2 = (1, 2)
result in the same distance from the vector v1 = (1, 1) (one octave).

• In the following, the subjective distance D that is an MOS, rating the dissimilarity
of two voices on a scale between 1 (identical) and 5 (different)31, and the objective
distance

d = d(w, v1, v2) =

√

[

w(α2 − α1)
]2

+
[

(1 − w) log
(ρ2

ρ1

)]2

(3.49)

resulting from the above considerations are to be used. If the parameter vectors v1

and v2 are identical, i.e., d = 0, the expected dissimilarity is minimum (D = 1). If the
distance between the vectors approaches infinity, the voices are expected to be totally
different (D = 5). A relation between d and D that fulfills these boundary conditions
is the following:

31The objective here is to generate dissimilar voices as opposed to task 2 of Chapter 1 where target and
converted voices are to resemble each other. That is why the rating scheme used here is inverted compared
to that of Table 2.3 assuring that the optimum is always 5.0.
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female male

γ 4.7 3.2
w 0.5 0.7

ε(w,∞, γ) 0.3 0.4

Table 3.6: Parameters of the dissimilarity model.

D(d) = 5 ·
[

1 −
(

γ

β
d+

β

√

5

4

)−β
]

; γ, β > 0. (3.50)

Using the maximum and minimum parameter values for α and ρ given in Figure 3.4
and inserting these values into Equation 3.49 yields d < 2 for the current experimental
setup. Figure 3.6 displays the function D(d) for 0 ≤ d ≤ 2 for some example parameter
settings.

In order to determine the unknown model parameters w, β, and γ, another subjective test
was performed; for the system settings, see Table 3.5. This time, 10 subjects were asked to
rate the dissimilarity of J = 24 pairs of voices derived from the aforementioned corpus. The
compared voices were the same as generated for the naturalness experiment in Section 3.4.1.
A pair always consisted of voices derived from opposite parameter vectors with respect to the
neutral element v = (1, 1), see Figure 3.4. Averaging over the participants, this resulted in a
score Dj for each parameter vector pair v1j, v2j, 12 for each gender. Applying Equations 3.49
and 3.50, the model parameters are estimated by minimizing the root mean square between
the model D(d(v1j, v2j)) and the subjective scores Dj:

(w, β, γ) = arg min
w′,β′,γ′

ε(w′, β′, γ′) with (3.51)

ε(w, β, γ) =

√

√

√

√

1

J

J
∑

j=1

[

D
(

d(w, v1j, v2j), β, γ
)

−Dj

]2

. (3.52)

It turns out that for the considered scores, β becomes sufficiently large to approximate
Equation 3.50 by its limit for β → ∞:

lim
β→∞

Dβ(d) = 5 ·
[

1 − lim
β→∞

(

γ

β
d+

β

√

5

4

)−β
]

= 5 ·
[

1 − exp

(

lim
β→∞

[

ln

(

γ

β
d+

β

√

5

4

)−β
])]

. (3.53)

.
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Substituting β = 1
b

and applying l’Hôpital’s rule yields

lim
β→∞

Dβ(d) = 5 ·
[

1 − exp

(

lim
b→0

ln
[

γdb+
(

5
4

)

b
]

−b

)]

= 5 ·
[

1 − exp

(

lim
b→0

γd+
(

5
4

)

b ln 5
4

−γdb−
(

5
4

)

b

)]

= 5 ·
[

1 − exp
(

−γd− ln 5
4

)]

= 5 − 4e−γd; γ > 0. (3.54)

In Table 3.6, for both genders, the determined parameters are displayed. In order to assess
the performance of the model, we also include the (absolute) model error ε(w,∞, γ), i.e. the
root mean square obtained by using the optimized parameters γ and w, see Equations 3.51
and 3.52.

3.4.3 Generating Well-Distinguishable Voices

As argued in Section 3.4.1, the objective of the current investigations is to generate a certain
number of well-distinguishable voices, while taking into account that the produced voices
feature a reasonable naturalness as discussed in Section 3.4.2. As an example, for each of
the given voices, it is to be shown that 5 voices can be created by applying VTLN-based
voice conversion to the source voice such that their naturalness and dissimilarity scores are
at least 3.0:

• At first, the area of the parameter space that provides a naturalness score greater than
3.0 is determined (cf. contour lines in Figure 3.5).

• Then, 5 vectors v5
1 are distributed inside the region so that the minimum distance

between two of these vectors d(vi, vj) becomes maximal:

v5
1 = arg max

v
′5
′1

min
i, j = 1, . . . , 5

i 6= j

d(v′i, v
′
j) . (3.55)

This is done by

– rasterizing the region obtaining a discrete set of allowed vectors,

– determining the centroid of these vectors, and,

– as initial setting, assigning the centroid position to all the vectors v
′5
′1.

– Now, the vector v′1 is moved to the position of that allowed vector which has the
maximum distance to the closest neighbor.

– This is done equivalently with the remaining vectors v
′5
′2.

– The process is iterated by moving v′1 to the position of that allowed vector which
has the maximum distance to the closest neighbor, and so on, until v

′5
′1 remain

constant.
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Figure 3.7: Distributing five maximally distant vectors in the area of a minimal naturalness
score of 3.0 (example for the female voice). The applied distance measure is given
by Equation 3.49.

This algorithm does not necessarily find the optimal positions of v
′5
′1, but, as for the

author’s experience, produces very reasonable outcomes. A full search through all pos-
sible combinations of positions becomes intractable even for medium raster resolutions.
Figure 3.7 displays the vectors for the female voice.

• Applying the distance dmin between the closest vectors to Equation 3.54 produces an
estimate of the minimal subjective dissimilarity Dmin. For the experimental data given
in Tables 3.5 and 3.6, we have dmin = 0.21 or Dmin = 3.5 for the female voice and
dmin = 0.22 or Dmin = 3.0 for the male, i.e., the requirement of having a minimum
dissimilarity score of D = 3.0 is fulfilled, if we trust the dissimilarity model introduced
in Section 3.4.2.

• To control the fulfillment of the requirement of a minimum dissimilarity score 3.0
independently of the dissimilarity model, a third subjective test was performed where
13 subjects were asked to rank the dissimilarity of all voice combinations. Since five
parameter vectors result in ten unique parameter vector pairs, there were 20 speech
samples to be prepared, if no samples are to be repeated. Taking into account that
there are two source voices, 40 converted speech samples had to be produced and
pairwisely presented to the subjects.

The conversion system’s properties are given in Table 3.5. The experiment results in a
minimum dissimilarity score of Dmin = 4.4 for the female and Dmin = 3.4 for the male
voice, respectively.
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3.4.4 Conclusion

This section’s considerations aimed at investigating the ability of VTLN-based voice conver-
sion to produce several well-distinguishable voices from one source voice. For that purpose,
the dependence between the parameter settings (the warping factor α and the ratio between
the means of the fundamental frequency of two compared voices ρ) and naturalness as well
as dissimilarity of the produced voices was experimentally investigated. For the latter, i.e.
the relation between the respective parameters of two compared voices (α1, ρ1 and α2, ρ2)
and the perceived dissimilarity in terms of an MOS, a model equation was introduced that
resulted in a model error of a root mean square of less than 0.4 on the German synthesis
corpus which is relatively small compared with the range of the MOS (1.0 to 5.0).

It was shown that in the region of a naturalness of at least 3.0 on an MOS scale, five
parameter sets could be distributed such that the dissimilarity model certified a minimum
dissimilarity of 3.0. This result could be confirmed by conducting an experiment where for
each voice pair the dissimilarity was subjectively assessed.
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4 Residual Prediction

In Section 2.4.3, four approaches to residual prediction were described, and their drawbacks
were identified as summarized in Table 4.1. Both the residual codebook technique and resid-
ual selection were based on the assumption that the correlation between feature vectors and
underlying residual is strong enough to reliably predict the residuals based on the features
only. However, the following gedankenexperiment weakens this assumption, in particular
with respect to residual selection:

Let us consider a number of natural residuals extracted from the frames of a speech
sample and just one feature vector derived from a randomly chosen frame. Now, we filter
the residuals by means of the single available feature vector’s coefficients producing a number
of time frames that, dependent on the nature of the underlying residual, feature individual
characteristics32. When, however, such candidates, i.e. frames that have identical feature
vectors but varying residuals, appeared in the residual selection table, this would have a
fatal effect: If the residual of a feature vector identical to the one used in the experiment
was to be predicted, one of the many varying residuals would be selected by chance, maybe
an inadequate one, resulting in unintentional perceptive effects as artifacts.

This gedankenexperiment challenges the validity of the correlation between feature vec-
tors and residuals and is an exaggeration of the real-world situation, since many of the
artificially created feature-vector/residual combinations do not appear in real speech data.
Still, the phenomenon of selecting inappropriate residuals given a sequence of natural fea-
ture vectors has to be taken into account, as experiments on residual selection resulting in
a considerable number of artifacts in voiced speech regions show, see report in Section 4.1.

In addition to the correlation insufficiency, both the residual codebook method and
residual selection deal with magnitude and phase spectra in different processes frequently
leading to mismatches between both spectral components and, finally, to a “rough”
[Kain & Macon 01] or “harsh” [Ye & Young 04a] quality of the converted signal. This dis-
sertation investigates three solutions to these dilemmas.

4.1 Residual Smoothing

4.1.1 Residual Smoothing as an Integral Approach

Residual smoothing tries to simultaneously handle inaccuracies of the residual selection due
to a lack of correlation and mismatches between magnitude and phase spectra of the predicted
residuals. Similar to the integral approach to frequency warping based on complex-valued
spline interpolation (cf. Section 2.4.3), the author assumed that the most reliable approach

32 Informal listening tests even suggest that, if these time frames are concatenated using PSOLA, the text
content of the resulting speech can still be recognized, and much of the speaker individuality survives.
This confirms that the residuals contain important speaker-dependent information.
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technique drawbacks

vocoder synthetic sound
source residuals a third speaker is created
residual codebook only a few prototypes, phase mismatches
residual selection artifacts, phase mismatches

Table 4.1: Residual prediction techniques and their drawbacks.

for dealing with the phase spectra is to not separate them from the magnitude spectra, but,
instead, treat them as one complex-valued spectrum.

The proposed time-variant residual smoothing is based on the residual selection tech-
nique, in particular on Equation 2.16 which delivers the most probable residual spectrum r̃
for a given feature vector x̃ by selecting from a table with all residuals rM

1 seen in training.
Here, rm are complex-valued spectra normalized to a constant number of spectral lines as
discussed in Section 2.4.3. In the following, r̃K

1 is a sequence of residual spectra generated
by means of residual selection given the sequence of converted feature vectors x̃K

1 .
As already mentioned in Section 2.4.3, in unvoiced frames, the residual is expected to be

white with random phases, thus, “chaotic”, whereas in voiced parts, the signal is expected
to be pseudo-periodic. Hence, significant changes in the residual waveform within voiced
parts, e.g. due to an insufficient correlation between the residual and the converted feature
vector, would be fatal and result in clearly audible artifacts.

The presented solution to this problem is a voicing-dependent residual smoothing which
makes sure that neighbored residuals resemble each other in voiced regions but does not
change anything in unvoiced regions hardly affected by the aforementioned signal deterio-
rations. Again, as in Sections 2.3.4 and 3.1, these considerations are not based on a hard
voiced/unvoiced decision but on the voicing degree 0 ≤ vk ≤ 1 estimated for each frame
k = 1, . . . , K to be converted.

The proposed smoothing assumes that the residual at a position k is influenced by all
its neighbors. This influence is the stronger the closer the neighbor is to the position k. This
is achieved by summing up over all residuals produced by means of the residual selection
paradigm weighted with a normal distribution whose mean coincides with the position k,
to make sure that the contribution of the current position is strongest, and whose standard
deviation linearly depends on the voicing degree of the kth frame

σk = vkσ0 (4.1)

where the norm standard deviation σ0 determines the smoothing strength. It is an empiri-
cally determined constant adjusting the tradeoff between smoothing away the typical residual
selection artifacts and producing a too smooth sound of the voice by raising the voicing of
hardly voiced speech portions, similar to the effect of applying PSOLA to unvoiced sounds
discussed in Section 2.3.4. Thus, the smoothed residual at the position k is expressed by:

r̃′k =

K
∑

κ=1

N (κ|k, σk) · r̃κ

K
∑

κ=1

N (κ|k, σk)

, (4.2)
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Figure 4.1: Residual smoothing: original and smoothed residuals for σ0 = 1 and σ0 = 3.

with the one-dimensional special case of Equation 2.9

N (x|µ, σ) =
1

σ
√

2π
e−

(x−µ)2

2σ2 . (4.3)

The normalization denominator in Equation 4.2 is to make sure that the residual weights
sum up to one.

For voiced sounds, i.e. a voicing degree of around one, the standard deviation would
become maximum and the contribution of the neighbored residuals would cover many of the
undesired artifacts. An example is displayed in Figure 4.1. Here, six residuals of consecu-
tive voiced (vk = 1) frames are shown, the fourth obviously misplaced. Now, the residual
smoothing is performed with settings σ0 = 1 and σ0 = 3, respectively, clearly removing the
misplaced positive peak33. In this example, the aforementioned tradeoff becomes evident:
For σ0 = 1, there is still a change of the amplitude of the negative peak in the region of
the artifact which disappears for σ0 = 3. However, in the latter case, many of the frames’

33Incorrectly polarized residuals may be due to pitch tracking errors in the training corpus. They also
may occur at sound transitions where the correct pitch marks do not necessarily coincide with the most
negative peak of the speech signal (see Section 2.3.1).
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4 Residual Prediction

individual characteristics have disappeared, and all displayed residuals look fairly similar to
each other tending to produce less natural speech.

In the opposite case, i.e. for unvoiced frames, the voicing degree and, consequently, the
standard deviation σk approach 0, and Equation 4.2 becomes

lim
σk→0

r̃′k =

K
∑

κ=1

∆(κ− k) · r̃κ

K
∑

κ=1

∆(κ− k)

= r̃k, (4.4)

with the Dirac delta function as the limit of the normal distribution according to [Arfken 85]:

lim
σ→0

N (x|µ, σ) = ∆(x− µ). (4.5)

That is, in unvoiced frames, the residuals remain unchanged as delivered by the residual
selection.

4.1.2 On the Correlation between Source and Target Residuals

The above example (Figure 4.1) suggests that residual smoothing is a strong technique to
suppress artifacts. As argued in Section 4.1.1, the drawback of this technique is the tendency
to oversmoothing, yielding a loss of naturalness. If there were means to avoid the artifacts
already before applying the smoothing, the smoothing strength σ0 could be reduced leading
to a higher naturalness of the generated speech.

As mentioned before, there are two error sources of the residual selection, the potential
weakness of the conversion function, and consequently erroneous converted feature vectors,
and the insufficient correlation between feature vectors and respective residuals. The detour
via imperfect converted feature vectors could be avoided by predicting the target residuals
based on the source residuals only, expecting a considerable correlation between them. The
idea was to derive a vector representation from the residuals themselves and use them instead
of the line-spectral-frequency-based feature vectors x̃ and y required in residual selection
Equation 2.16.

After testing a set of residual vector representations using informal listening tests, it
turned out that particularly reliable is a vector based on the component-wise absolute value
of the time domain representation r of a given residual vector reduced by the constant
component (its mean r̄) and normalized to a constant number of spectral lines and to an
energy of 1.0:

R(r) =
abs(r − r̄)

|r − r̄| . (4.6)

Returning to Equation 2.16, the converted vector x̃ would be replaced by the current source
residual vector R(r) and the target vector ym by the vector representation of the raw target
residual R(rm):

r̃ = arg min
r′=r1,...,rM

∣

∣R(r) −R(r′)
∣

∣. (4.7)
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4.1 Residual Smoothing

4.1.3 Experiments

This section describes a comparative study of most of the techniques introduced in Sec-
tion 2.4.3 and in this chapter investigating both the techniques’ speech quality and their
capability of changing the voice identity from source to target. The following techniques are
compared:

• copying source residuals,

• residual codebook method,

• residual selection,

• residual smoothing based on the feature criterion (Equation 2.16),

• residual smoothing* based on the residual criterion (Equation 4.7).

Evaluation corpus was the Spanish synthesis corpus described in Section A.2.1. From this
corpus, ten parallel utterances were randomly selected for training and three utterances for
testing. The training was performed according to the paradigm described in Section 2.4.2
estimating the linear transformation parameters. The free parameters of featurization and
Gaussian mixture model (line spectral frequency order, number of Gaussian mixtures, type
of covariance matrix) were chosen in accordance with relevant literature [Kain 01] and taking
into account numerical instabilities that arise when the number of parameters to be estimated
is too large [Sündermann & Bonafonte+ 04a]. Details of this experiment’s system properties
can be found in Table 4.2.

As subjective evaluation criteria, the mean opinion score was used for assessing speech
quality (see Section 2.5.3), and the extended ABX test served for determining the similarity
of converted and target voice (cf. Section 2.5.2). The results of the evaluation are shown in
Tables 4.3 and 4.4.

4.1.4 Conclusion

As for the speech quality reported in Table 4.3, a well-known speech synthesis rule claiming
that less (signal processing) is more (speech quality) [Beutnagel & Conkie+ 99] lets unpro-
cessed source residuals achieve a 0.9 MOS points better result than the best of its com-
petitors. Among the remaining techniques, residual smoothing outperforms the others in
terms of speech quality, although the absolute MOS (2.6) shows that there is still a need for
improvement.

Addressing the similarity of converted and target voice, one finds that all assessed
techniques succeed in converting the source voice to the target voice to more than 70%, cf.
Table 4.4. The only exception are the source residuals where the majority of the listeners had
the impression of hearing a third speaker as also found in former studies, see Section 2.4.3.
Residual smoothing shows the highest conversion performance.

Finally, the question on which of the correlations, that between converted feature vec-
tors and underlying residuals (conventional) or that between source and target residuals
(proposed), achieves better results, is to be addressed. The outcomes of MOS as well as
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conversion type text-dependent
intra-lingual

source/target language Spanish/Spanish

alignment technique dynamic time warping

corpus Spanish synthesis corpus
voices 1 female, 1 male
amount of training data 42.1s (M = 6325) female, 39.2s (M = 4629) male
amount of test data 14.0s (K = 1901) female, 13.4s (K = 1703) male
number of test subjects 10 [29]

sampling rate fs = 16kHz
norm frequency fn = 100Hz

pitch mark extraction Goncharoff/Gries (automatic)
voicing determination Adaptive Multi-Rate (automatic)

conversion technique linear transformation
features D = 16 order line spectral frequencies
number of mixtures 4
covariance matrix diagonal

residual codebook 8 mixtures (magnitude prediction)
16 mixtures (phase prediction)

residual selection 16 mixtures (phase prediction)
residual smoothing σ0 = 3.0 [1.5]

acoustic synthesis linear predictive PSOLA

Table 4.2: Comparison of residual prediction techniques [of residual smoothing and unit se-
lection]: system properties.

m2f f2m total

source residuals 3.2 3.7 3.5
residual codebook 1.6 1.9 1.8
residual selection 1.7 2.3 2.0

residual smoothing 2.2 2.9 2.6
residual smoothing* 2.2 2.8 2.5

Table 4.3: Comparison of residual prediction techniques: results of the MOS test. m2f refers
to male-to-female conversion; f2m vice versa.

[%] source target neither

source residuals 20 10 70
residual codebook 0 70 30
residual selection 0 70 30

residual smoothing 0 85 15
residual smoothing* 0 80 20

Table 4.4: Comparison of residual prediction techniques: results of the extended ABX test.
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4.2 Unit Selection

extended ABX test do not show significant differences between either criteria, both correla-
tions seem to be equivalently appropriate to the task. Since the conventional paradigm has
a wider range of application (in addition to its use for voice conversion, it can be applied
to HMM-based speech synthesis where only target feature vectors are available to predict
from, cf. comments in Section 2.4.3), the following investigations of this thesis will be based
on the feature criterion, i.e. the conventional approach.

4.2 Unit Selection

The conclusion of Section 4.1.4 was that both the transformed feature vector’s and the source
residual’s correlation to the target residual is not sufficient to produce artifact-free speech
based on the residual selection paradigm. To suppress these artifacts, residual smoothing
has to be applied tending to reduce the speech naturalness by oversmoothing.

If there were a technique for more reliably selecting residuals from the training database
so that the selected residual sequence r̃K

1 already contains less artifacts, one could reduce the
smoothing strength σ0 and, hence, improve the quality of the converted speech. Certainly,
the most appropriate residual sequence is one that was seen in training and that fulfills the
optimization criterion of Equation 2.16 at the same time. Of course, this will only apply if
the converted feature sequence x̃K

1 is identical to a feature sequence seen in training. Since
this will hardly be the case, these conditions should be weakened, and the residual sequence
should be allowed to be composed of several subsequences seen in training whose endings
fit together. Furthermore, also suboptima of Equation 2.16 should be taken into account in
order to obtain subsequences of reasonable lengths. This approach is called unit selection, a
technique that is widely used in concatenative speech synthesis [Hunt & Black 96].

Generally, in the unit selection framework, two cost functions are defined. The target
cost Ct(uk, tk) is an estimate of the difference between the database unit uk and the target
tk it is supposed to represent. The concatenation cost Cc(uk−1, uk) is an estimate of the
quality of a join between the consecutive units uk−1 and uk.

In speech synthesis, the considered units are subphones [Donovan & Woodland 95],
phones [Taylor & Black+ 98], or syllables [Lewis & Tatham 99], whereas in the residual pre-
diction case, the base unit length is set to be a single speech frame, since this allows for being
independent of additional linguistic information about the processed speech as the phonetic
segmentation. Furthermore, the cost functions can easily be defined by interpreting the
residuals as database units, i.e., u = r.

In the following sections, the properties of the cost functions used for unit-selection-
based residual prediction are described. Moreover, it is shown how the final residual sequence
is produced.

4.2.1 Target and Concatenation Cost Function

Similar to the residual selection described in Equation 2.16, the appropriateness of a residual
rm seen in training for being selected for the kth frame is determined based on the distance
between the corresponding feature vector ym and the one representing the properties of the
kth converted frame, x̃k. Furthermore, fundamental frequency and energy of the considered
residual are to be taken into account. This is to minimize the extent of signal processing
to produce the prosodic characteristics of the converted speech and, thus, avoid distortions
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of the natural waveform. According to [Hunt & Black 96], the target cost Ct is calculated
as the weighted sum of the distances between the considered features of the target and the
candidate:

Ct(u, t) = Ct
(

rm, (x̃k, f̃0k, S̃k)
)

= w1d
(

ym, x̃k

)

+ w2d
(

f0(rm), f̃0k

)

+ w3d
(

|rm|2, S̃k

)

. (4.8)

f̃0k and S̃k are target fundamental frequency and energy that, in the case of residual predic-
tion for voice conversion, can be derived from the respective parameters of the source speech
frame:

• the fundamental frequency is linearly normalized to match the target average by means
of the factor ρ (cf. Section 2.3.4),

• the energy is expected to be equivalent to the source residual energy |rk|2.

This finally yields34

Ct(u, t) = w1d
(

ym, x̃k

)

+ w2d
(

f0(rm), ρf0(rk)
)

+ w3d
(

|rm|2, |rk|2
)

= Ct(k,m). (4.9)

For the weights holds (see also Equation 4.12)

w1 + w2 + w3 ≤ 1; w1, w2, w3 ≥ 0. (4.10)

This makes sure that the sum of the cost functions’ weights including that of the below
discussed concatenation cost is always 1.

d is the Mahalanobis distance that compensates for differences of range and amount of
variation between the features used in Equation 4.8:

d(x, y) =
√

(x− y)′Σ−1(x− y) (4.11)

where Σ is the covariance matrix computed using the respective features of all residuals seen
in training.

The cost for concatenating the residuals rm and rn is defined using the normalized
residual representation R(r) given in Equation 4.6:

Cc(m,n) = (1 − w1 − w2 − w3) ·
∣

∣R(rm) −R(rn)
∣

∣

2
. (4.12)

When m and n refer to successive frames in the training data, i.e., n = m + 1 the concate-
nation should be optimal, hence, it is defined

Cc(m,m+ 1) = 0. (4.13)

For the sake of completeness, furthermore, it is defined

Cc(0,m) = 0. (4.14)

34Note that rm is the mth target residual of the training data and rk is the kth source residual of the data
to be converted. Consequently, the case m = k does not mean that both residuals are identical.
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4.2.2 Finding the Optimal Residual Sequence

The sought-after residual sequence r̃K
1 is determined by minimizing the sum of the target

and concatenation costs applied to an arbitrarily selected sequence from the set of residuals
seen in training:

r̃k = rmk
for k = 1, . . . , K with

mK
1 = arg min

m
′K
′1

K
∑

k=1

[

Ct(k,m′
k) + Cc(m′

k−1,m
′
k)
]

; m′
k ∈ {1, . . . ,M}. (4.15)

The arbitrarily selected residual sequence is given by the index sequence m
′K
′1 . As for its

definition, there are MK different index sequences making the problem intractable at first
glance. However, it is observed that this formula which is a sum over addends that only
depend on the two successive variables m′

k−1 and m′
k has the same structure as Equation 3.13

proven to be resolvable by means of dynamic programming. Nevertheless, it turns out that
it still requires a high computational effort: The full solution of Equation 4.15 results in

O ≈ K ·M2 ·
(

8D2 + 4D + 6
fs

fn

)

ops. (4.16)

For this formula’s respective parameter values from the experimental corpus used in this
work, see Table 4.2. As example, male-to-female conversion is to be considered which is com-
putationally more expensive, since Equation 4.16 is dominated by the variable M (quadratic)
as opposed to K (linear).

When these example parameter settings are used and the computation is run on a
computer that executes 1Gops/s it would take around 58 hours, i.e., it operates with 15,600
times real time. In order to build a real-time system, ways to simplify the algorithm must
be searched for:

• By introducing a pruning that only considers the 5 best hypotheses, the real-time
factor can be reduced to RTF = 12.3.

• Instead of utilizing the Mahalanobis distance (Equation 4.11), the Euclidean distance
can be applied without noticeably affecting the residual prediction quality (RTF = 4.4).

• The calculation of the concatenation cost in Equation 4.12 is restricted to the first of the
two signal periods contained in the processed residuals, cf. Section 2.3.4 (RTF = 2.1).

• The norm frequency fn used to transform the residuals to vectors of identical lengths,
cf. Section 2.4.3, can be duplicated without noticeably affect the behavior of the con-
catenation cost function (RTF = 1.3).

• Taking into account that almost half of the durations of the speech signal to be con-
verted and of that used for training is actually non-speech (silence or noise), we obtain
a real-time factor of 0.3.

Consequently, at least on fast computers, the algorithm is real-time-able.
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m2f f2m total

residual selection & smoothing 2.4 2.8 2.6
unit selection & smoothing 3.0 3.1 3.0

Table 4.5: Comparison of residual smoothing and unit selection: results of the MOS test.

[%] source target neither

residual selection & smoothing 2 78 20
unit selection & smoothing 2 83 15

Table 4.6: Comparison of residual smoothing and unit selection: results of the extended ABX
test.

4.2.3 Residual Smoothing

As predicted at the beginning of Section 4.2 where the application of the unit selection
paradigm to residual prediction was motivated, informal listening tests showed that the
output of the unit selection features essentially less artifacts than that of the residual selection
discussed in Section 2.4.3. However, since there are still audible signal discontinuities, the
application of the residual smoothing described in Section 4.1 is still recommendable. It turns
out that the smoothing strength σ0 can be effectively decreased due to the already smoother
input residual sequence. It was determined σ0 = 1.5 for the unit selection approach (as
opposed to σ0 = 3.0 for the residual selection), thus, the output features a higher naturalness
and better articulatory properties. In the following section, this statement is to be confirmed
by means of a subjective evaluation.

4.2.4 Experiments

The present experiments are to compare the proposed unit-selection-based residual prediction
approach with the winner of the evaluation in Section 4.1.3, i.e. with the residual smoothing
based on the conventional feature criterion, cf. discussion in Section 4.1.4.

This time, 29 subjects, 25 of whom specialists in speech processing, participated in the
tests on speech quality (MOS) and speech similarity (ABX). For details on speech corpus
and system properties, refer to Table 4.2. Table 4.5 reports the results of the MOS test and
Table 4.6 those of the extended ABX rating depending on the residual prediction technique
and the gender combination.

4.2.5 Conclusion

Having a look at the speech quality results, one notes that the unit selection approach
clearly outperforms the residual selection: In particular, for the obviously harder task of this
experiment, the male-to-female conversion, unit selection achieved a considerable gain of 0.6
MOS points. The overall result (MOS = 3.0, i.e. a fair speech quality) is still essentially
worse than natural speech (MOS = 4.8), but already suitable for many applications that do
not require high fidelity speech, for instance in telecommunications.
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Also the outcomes of the extended ABX test show improvements of unit selection over
residual selection: In 83 % of the cases, unit selection successfully converted the source voice
to the target voice. This is 5 % absolute more than the result achieved by residual selection.

4.3 Applying VTLN to Residuals

Although the development of the unit-selection-based residual prediction led to a strong per-
formance gain, in particular with respect to speech quality (cf. experiments in Sections 4.1.3
and 4.2.4), there is still a considerable gap between unprocessed residuals (source residuals
achieved MOS = 3.5 in Table 4.3) and unit selection (MOS = 3.0 in Table 4.5). Unfortu-
nately, the former showed a much worse performance as for the similarity score, reported in
Tables 4.4 and 4.6.

Some applications, however, require a higher speech quality while accepting a lower voice
similarity. It was therefore to be investigated if the source residuals could be transformed

keeping the natural time order, energy, and pitch trajectory instead of selecting from the
training pool of target residuals as done by residual selection as well as by the unit selection
approach. Such a transformation paradigm is VTLN-based voice conversion (see Chapter 3)
which the author intended to apply only to the residuals, whereas the features were to be
transformed by means of the linear transformation paradigm as usual. This idea faces two
contradictions, though:

1. As the name implies, VTLN (vocal tract length normalization) is to change the length,
or more generally, the shape of the vocal tract. According to the source-filter model
discussed in Section 2.3.2, the vocal tract is represented by the features, whereas the
residuals are supposed to be an approximation of the excitation. Consequently, an
application of VTLN to the residuals should hardly change the speech characteristics.

2. Furthermore, according to experiences in speech recognition, applying VTLN in con-
junction with a linear transformation in feature space should not help since the linear
transformation already compensates for the effect of speaker-dependent vocal tract
lengths and shapes [Pitz & Ney 05].

These statements suggest the thesis

Applying VTLN to residuals does not change the input speech.

In spite of the above contradictions, the author conducted several informal listening tests
and found that, perceptively, the antithesis seems to hold:

Applying VTLN to residuals is equivalent to applying VTLN to the
input speech.
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corpus first TC-Star evaluation corpus
voices 2 female, 2 male
amount of test data 208.0s female1, 160.7s female2, 189.9s male1, 157.8s male2

sampling rate fs = 16kHz
norm frequency fn = 100Hz

pitch mark extraction Goncharoff/Gries (automatic)

conversion technique (a) none; (b) time domain VTLN
features 16th order line spectral frequencies

residual prediction (a) time domain VTLN; (b) none

Table 4.7: Applying VTLN to residuals: system properties.

4.3.1 Experiments

In this section, the aforementioned paradox is to be investigated by objective means. Ac-
cording to the antithesis, two speech samples are compared:

(a) the output speech (with the spectral vector sequence X̃
(a)K
(a)1 ) that results from splitting

the input speech XK
1 into features and residuals, applying VTLN to the residuals, and

filtering the latter by means of the (unchanged) features (residual-VTLN-converted
speech),

(b) the output speech X̃
(b)K
(b)1 that results from applying VTLN directly to the input speech

(VTLN-converted speech).

Often when comparing parallel speech samples a distance measure is used that is related to
the human perception as for instance the log-spectral distortion, cf. Section 2.5.1. This dis-
tance measure, however, is applied to the spectra of parallel speech frames and measures the
quadratic difference of the respective cepstral coefficients. According to [Papamichalis 87],
the latter can be converted to linear predictive coefficients and, finally, to line spectral fre-
quencies, the feature type used in this study. Consequently, the log-spectral distortion does
not show any difference between X̃(a) andX, since the features were not changed. This would
produce the trivial result D(a) = 0 for the standard of comparison defined in Equation 4.18
if it were based on log-spectral distortion.

In order to take into account spectral details not covered by the features, the Euclidean
distances between the full magnitude spectra are computed, summed up over all speech
frames, and normalized by the number of speech frames and spectral lines35:

D(ab) =
fn

Kfs

K
∑

k=1

∣

∣abs
(

X̃
(a)
k

)

− abs
(

X̃
(b)
k

)∣

∣. (4.17)

To have a standard of comparison, also the sum of the distances between the spectra of the
input speech XK

1 and those of the residual-VTLN-converted speech X̃(a) is calculated:

D(a) =
fn

Kfs

K
∑

k=1

∣

∣abs
(

X̃
(a)
k

)

− abs
(

Xk

)∣

∣. (4.18)

D(b) for the VTLN-converted speech is computed equivalently.

35The component-wise absolute value abs is used, since the distance between complex-valued spectra some-
times is misleading. For instance, the complex-valued distance between identical spectra rotated by 180◦

can be a considerable number, although, perceptively, they are identical.
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Figure 4.2: Applying VTLN to residuals vs. applying VTLN to input speech: inter-
comparison (D(ab)) and comparison with the input speech (D(a) and D(b)).

The experiments are based on the first TC-Star evaluation corpus described in
Section A.2.3. The system properties are given in Table 4.7. Figure 4.2 displays the
measures D(ab), D(a), and D(b) as a function of the warping factor α in the range suggested
in Equation 3.4. Since the outcomes were very similar for all considered voices, the figure
shows only the results for one of them (male1).

4.3.2 Conclusion

Figure 4.2 shows that, independent of the warping factor α, the following relation holds

D(b) > D(a) > D(ab). (4.19)

The outcome that D(b), i.e. the distance between input speech and VTLN-converted input
speech, is greater thanD(a), the distance between input speech and residual-VTLN-converted
input speech, is not surprising, since in the latter case, an essential component of the speech
representation, the spectral features, were kept constant. However, as opposed to the thesis
formulated in Section 4.3, input speech and residual-VTLN-converted input speech are not
similar at all. The corresponding measure D(a) does approach zero except for values of α
around 1.0 (slight warping) where it shows the same behavior like VTLN-converted input
speech. Consequently, the thesis is disproved.

As for the antithesis, when looking at the measure D(ab) which is considerably smaller
than the standards of comparison D(a) and D(b) it turns out that, indeed, VTLN-converted
and residual-VTLN-converted speech are relatively similar to each other. In particular, for
warping factors α around 1.0, D(ab) clearly approaches zero. This means, the antithesis could
be objectively confirmed to a certain extent.
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So, what is wrong with the two contradictions given in Section 4.3?

1. The source-filter model assumes that the excitation (represented by the residual) is
white, i.e., it has a flat magnitude spectrum (cf. Section 2.4.3). In this case, an
application of VTLN would not change the residual magnitude spectrum, and the
magnitude spectra of input speech and residual-VTLN-converted input speech were
identical. In the real world, however, the residuals are not white. They contain a
considerable amount of spectral fine structure which is affected by both the application
of VTLN to the residuals and to the input speech itself.

2. The realization that a linear transformation in feature space already includes the effects
of VTLN is of interest in speech recognition research that mostly does not look at
the residuals at all. But again, since the residuals carry a lot of voice-dependent
information not covered by the features, the aforementioned equivalence does not apply
to a voice conversion algorithm that processes the residuals by means of VTLN and
the features by means of linear transformation.
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5 Text-Independent and Cross-Language

Voice Conversion

In Sections 2.1 and 2.2, the author argued that an approach to text-independent voice
conversion is to search for similar phonetic contents in the speech of source and target
speaker. After aligning these contents, the respective speech data can be considered as
being parallel which is the condition for applying conventional voice conversion training
techniques as discussed in Chapters 3 and 4.

Since in addition to text independence, also cross-language portability and fast adapt-
ability of the respective algorithms to new languages are major objectives of this work,
algorithms had to be developed that

1. avoid the use of language-specific databases or algorithms,

2. avoid the use of linguistic information such as the underlying text, pronunciation lexica,
or language models of source or target language,

3. avoid the use of large speech databases, and

4. are robust with respect to changes of source or target language, i.e., differences in the
phoneme sets of the involved languages.

None of these criteria is fulfilled by the speech-recognition-based text-independent approach
discussed in Section 2.1 which is, to the best of the author’s knowledge, the only considerable
work ever addressed to the subject of text-independence of voice conversion.

The above formulated paradigm for producing an alignment between non-parallel speech
mentions the search “for similar phonetic contents in the speech of source and target”. But
how can similar phonetic contents be found, if language-specific knowledge, i.e. linguistic
information, databases, and algorithms, must not be used?

This work’s approach for answering this question is based on the fact that phonetic
contents are manifested in the speech data itself; phonemes can be distinguished based
on their differing spectral structure. These spectral differences between phonemes are the
fundament of automatic speech recognition which, however, suffers a significant lack of cor-
rectly recognizing the phonemes from speech (on standard databases as the TIMIT corpus
[Fisher & Doddington+ 86], state-of-the-art phoneme recognizers produce error rates be-
tween 25% and 40% [Reynolds 94, Tan & Fu+ 96, Ali & Spiegel+ 99]). This normally is
compensated by using contextual information derived from pronunciation lexica and lan-
guage models. Since in the case of text-independent voice conversion neither the underlying
text nor the phonemes themselves are of interest but the proper alignment of speech seg-
ments, this lack may potentially be ignored.
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Figure 5.1: Automatic segmentation of artificial phonetic classes: an example; I = 8.

5.1 Automatic Segmentation and Mapping of Artificial

Phonetic Classes

5.1.1 Segmentation

Assuming a phonetic structure in a given speech sample that is manifested in the differences
of their spectral characteristics, a first step towards a phonetic alignment as discussed in the
introduction of this chapter is the following: Given the vector sequence XM

1 of magnitude
spectra derived from pitch-synchronous frames whose number of spectral lines is constant
(see Section 2.4.3), a clustering algorithm such as k-means or expectation-maximization
[Seber 84] is performed splitting these vectors into I artificial phonetic classes. As a result,
each spectrum Xm is assigned one of these I classes, im. An example is shown for of a female
voice uttering the word “Arizona” and distinguishing I = 8 classes in Figure 5.1.

Now, the class centroid, i.e. the most representative spectrum of each class, can be
determined:

X̂i = Xmi
with mi = arg min

m∈Mi

∑

m′∈Mi

|Xm −Xm′ |2 and Mi = {m : im = i}. (5.1)

Although, generally, the class center, i.e. the mean of all vectors of a class,

X̄i =
1

|Mi|
∑

m′∈Mi

Xm′ , (5.2)

is located close to the centroid, in the following, the centroid is used, since it is a natural

spectrum rather than the center that, for the fact of being a sum of spectra, features con-
siderably less spectral details which, as shown in Chapter 4, can be of high importance for
the application to voice conversion. An example of such a centroid vs. center is shown in
Figure 5.2.
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Figure 5.2: Automatic segmentation of artificial phonetic classes: class centroid X̂ vs. class
center X̄.

This segmentation of speech data into artificial phonetic classes is applied to both source
speech, given by the vector sequence XM

1 , and target speech, given by the vector sequence
Y N

1 which is non-parallel to XM
1 . This produces the class centroids X̂i and Ŷj and the class

sets Mi and Nj which contain the indices of all vectors of input sequences belonging to the
class i or j, respectively, as introduced in Equation 5.1. Here, M is the number of vectors
of the source speech data and N that of the target data, and i ∈ {1, . . . , I} are the source
classes and j ∈ {1, . . . , J} the target classes, respectively.

5.1.2 Class Mapping

As argued above, the objective is to find an artificial phonetic mapping, i.e. a mapping
between the classes i and j. The unique mapping j(i) which assigns exactly one target class
j to a given source class i can be found by comparing the respective class centroids

j(i) = arg min
j′=1,...,J

d(X̂i, Ŷj′), i = 1, . . . , I. (5.3)

Similar to the consideration in Section 2.4.1, the distance measure d should take into account
vocal tract differences of source and target speaker to produce a reliable mapping. Therefore,
VTLN is applied to compensate for effects of different vocal tract lengths. The warping
parameters are optimized such that the Euclidean distance becomes minimum:

d(X,Y ) = min
ξ1,ξ2,...

∣

∣X̃(ξ1, ξ2, . . .) − Y
∣

∣. (5.4)

As a limit case of this approach, the piece-wise linear warping function introduced in Sec-
tion 3.2 is considered based on as many segments as there are frequency lines in the spec-
trum. This leads to the highest possible resolution of the warping function and the closest
match between target and warped source spectrum. In relevant literature, this approach is
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5 Text-Independent and Cross-Language Voice Conversion

referred to as dynamic frequency warping which has already been applied to vowel classifica-
tion [Ainsworth & Paliwal+ 84] and normalization [Matsumoto & Wakita 86] i.e. problems
related to that of mapping phonetic contents.

5.1.3 From Class to Frame Mapping

So far, a mapping between source and target centroids has been produced and, consequently,
a mapping between the respective classes. However, for the training procedures explained in
Sections 2.4.2 and 3.1, parallel sequences of source and target vectors are required. Such an
alignment can be obtained by normalizing the target class to optimally fit the corresponding
source class by reducing each of its member vectors by the distance between source and
target centroid36.

This is done as follows: For a given source vector X, one takes the respective class
i and its corresponding target class determined by means of Equation 5.3, j(i), calculates
the distance between the classes which is the difference of their centroids Ŷj(i) − X̂i and
normalizes the given vector accordingly:

X̃ = X + Ŷj(i) − X̂i. (5.5)

Now, the vector of the target class j(i) being closest to the normalized source vector X̃ is
searched for:

Ỹ = arg min
Y ∈{Yn: n∈Nj(i)}

|X̃ − Y |. (5.6)

This is done for every vector Xm, m = 1, . . . ,M of the source speech data yielding the
corresponding target vectors Ỹm. Now, this frame alignment is finally used to conduct
conventional voice conversion parameter training according to Sections 2.4.2 and 3.1.

5.1.4 Experiments

The initial experiments were to compare the performances of text-dependent alignment (dy-
namic time warping as used in this thesis so far) and text-independent alignment (auto-
matic segmentation and mapping) in the general linear transformation framework intro-
duced in Section 2.4.2. As experimental corpus, the Spanish synthesis corpus described in
Section A.2.1 was used. The amount of training data was varied by selecting between 1 and
64 parallel utterances from the female and the male speaker, and also the number of mix-
ture densities of the Gaussian mixture model was varied between 1 and 8, since the author
expected that more training data would support using more mixture densities which would
better represent the voice characteristics. The utterances were aligned by means of both
text-dependent and text-independent techniques. Then, in both cases, the standard training
according to Section 2.4.2 was carried out. The system properties of these experiments are
shown in Table 5.1.

36The technique described in the following assumes similar behavior of the vectors of a target class and the
normalized source class (micro level) which may not be the case. This assumption would be remedied, if
the number of classes was high enough such that the vector variations within a class became infinitesimal.
However, as investigated in [Sündermann & Ney 03a], the more classes are used for the mapping, the more
similar the classes become (macro level) weakening the strength of the voice conversion. Consequently,
as a trade-off between having too similar behavior on the micro and on the macro level, I = J = 8 turned
out to be a good choice for the present data.
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5.1 Automatic Segmentation and Mapping of Artificial Phonetic Classes

conversion type text-dependent text-independent
intra-lingual

source/target language Spanish/Spanish

alignment technique dynamic time warping autom. segmentation, mapping
number of classes: I = J = 8

corpus Spanish synthesis corpus
voices 1 female, 1 male
amount of training data 1 to 64 utterances
amount of test data 10 utterances

sampling rate fs = 16kHz
norm frequency fn = 100Hz

pitch mark extraction Goncharoff/Gries (automatic)

conversion technique linear transformation
features 16th order line spectral frequencies
number of mixtures 1, 2, 4, or 8
covariance matrix diagonal

residual prediction vocoder

acoustic synthesis frequency domain PSOLA

Table 5.1: Automatic segmentation and mapping: system properties.

text-dependent text-independent

female-to-male 0.38 0.49
male-to-female 0.39 0.47

Table 5.2: Automatic segmentation and mapping: log-spectral distortion.

Then ten parallel utterances of both speakers which were different from the training
data were selected for testing and also aligned by means of dynamic time warping. This was
to produce parallel test data to apply the log-spectral distortion as objective error measure
as described in Section 2.5.1. Remember that the log-spectral distortion is the smaller, the
more successful the conversion is.

Figure 5.3 shows the log-spectral distortion of the male-to-female conversion as a func-
tion of the number of training utterances and the number of mixture densities. The behavior
of the female-to-male conversion was very similar. In accordance with the observation in
Section 4.1.3, for too great numbers of mixture densities applied to a too small amount of
training data, the expectation-maximization algorithm estimating the conversion parame-
ters does not converge or produces unreasonable outcomes. In this case, the respective data
points in Figure 5.3 are missing. Obviously, such estimation problems arise more frequently
in text-independent alignment. In Table 5.2, the best results of the respective techniques
are shown, this is 64 training utterances and 8 mixture densities for the text-dependent case
and two training utterances and one mixture density for the text-independent case.

5.1.5 Conclusion

The automatic segmentation and mapping presented in this section produces an alignment
between source and target spectral vectors based on the idea of artificial phonetic classes
and correspondences between such classes of the source and the target speech data. Within
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Figure 5.3: Automatic segmentation and mapping: log-spectral distortion as a function of
amount of training data and number of mixture densities. For each set of training
utterances, from the left to the right, the number of mixture densities is 1, 2, 4, 8.

corresponding classes, variations of the source spectra are mapped to variations of the target
spectra.

The objective comparison of the conventional text-dependent alignment paradigm (dy-
namic time warping) and the proposed text-independent approach shows that in case of
male-to-female conversion, the text-dependent approach achieves a result that is around
17% better than the text-independent one as shown in Table 5.2. For the female-to-male
conversion, the difference is about 22%. In Figure 5.3, it can be seen that already for two
training utterances, the text-independent training technique produces a saturation effect,
and using more than one Gaussian mixture density does not improve the performance at all.

Together with the observation that the text-independent training suffers a higher ten-
dency to instabilities (as mentioned in Section 5.1.4), it can be concluded that the alignment
has to be particularly improved in terms of the naturalness, i.e. continuity of speech. The au-
tomatic segmentation and mapping technique allowed arbitrary discontinuities in the aligned
target speech leading to the mentioned negative effects.

5.2 Text-Independent Voice Conversion Based on Unit

Selection

So far, the algorithms for text-independent speech alignment, i.e. the one applying a speech
recognizer as described in Section 2.1 and the automatic segmentation and mapping intro-
duced in Section 5.1, followed a common approach: They tried to

• extract a phonetic structure underlying the processed speech,

• find a mapping between the phonetic classes of source and target speech,
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• and transform the class mapping back to frame mapping.

All these steps may produce errors that accumulate and may lead to a poor parameter
estimation or even to a convergence failure of the parameter estimation algorithm as reported
in Section 5.1.4. Hence, it would be helpful to avoid the detour through the class layer and,
instead, find the mapping only using frame-based features.

Given the source speech feature sequence xM
1 , one would straightforwardly be able to

determine the best-fitting sequence of corresponding target feature vectors ỹM
1 by select-

ing from an arbitrary target feature sequence yN
1 . This could be done by minimizing the

Euclidean distance between the compared feature vectors37:

ỹm = arg min
y∈{y1,...,yN}

|xm − y|, m = 1, . . . ,M. (5.7)

However, as concluded in Section 5.1.5, there is a lack as for the continuity of the aligned
target speech which has to be improved by taking into account also the frame context.
Equation 5.7 ignores the context, since it determines the target feature vector ỹm just looking
at the corresponding source feature vector xm. Now, also distances to the neighbor vectors
ỹm−1 and ỹm+1 are to be considered to improve continuity. This is done by once again using
the unit selection framework introduced in Section 4.2.

To avoid the detour via the underlying phonetic structure, the base unit length is set
to be a single frame. Interestingly, this time, both target and concatenation cost are com-
puted in feature space as opposed to the application of unit selection to residual prediction,
discussed in Section 4.2. There, the target costs were computed in feature space, whereas
the concatenation costs were computed in residual space. Consequently, in the case of unit-
selection-based speech alignment, the feature vectors can be interpreted directly as database
units, i.e. t := x and u := y.

For determining the target vector sequence ỹM
1 best-fitting a given source sequence xM

1 ,
the sum of the target and concatenation costs applied to an arbitrarily selected sequence
of vectors taken from the non-parallel target sequence yN

1 has to be minimized. Since all
compared units are of the same structure (they are feature vectors) and dimensionality, the
cost functions may be represented by Euclidean distances finally yielding

ỹM
1 = arg min

yM
1

M
∑

m=1

{

w|ym − xm|2 + (1 − w)|ym−1 − ym|2
}

. (5.8)

Here, the parameter w is for adjusting the tradeoff between fitting accuracy of source and
target sequence and the spectral continuity criterion. As opposed to residual prediction based
on unit selection, this time, fundamental frequency and energy are not taken into account,
since they do not directly influence the feature vectors. Finally, only the feature vectors
are used for the training of the linear-transformation-based conversion function ignoring
fundamental frequency and energy. Consequently, their contribution weights (w1 and w2

according to Equation 4.8) are set to zero and w := w1. The weight w is determined by
conducting informal listening tests; the author found that a rather reliable setting is w = 0.3
(for the dependence of w on the amount of training data, see the discussion on the speech
alignment paradox in Section 5.4.3).

37As opposed to Equation 5.3, this time, no VTLN is applied, since this would result in severe computational
problems. Even without VTLN, the algorithm described in the following faces real-time factors greater
than 100 as pointed out in Section 5.2.1. Nonetheless, the presented technique is rather robust against
vocal tract differences as the experimental results of Section 5.2.2 show.

69



5 Text-Independent and Cross-Language Voice Conversion

5.2.1 Time Behavior

As already discussed in Section 4.2.2, unit selection using single speech frames as base unit
turns out to be very time-consuming. The structure of Equation 5.8 allows for applying dy-
namic programming making the problem tractable. However, unlike well-known applications
of dynamic programming (e.g. to dynamic time warping), in the case of unit selection-based
speech alignment the search space is considerably larger: Conventionally, in the former case,
the possible successors of a feature vector yn are limited to the set {yn, yn+1, yn+2}, whereas
in the latter case all vectors are allowed. This leads to a time complexity of O(M ·N2).

Let us consider an example: For the male-to-female conversion described in Section 5.2.2,
about 80s speech data of both source and target speaker was used. Taking into account the
different fundamental frequencies of the speakers (or rather: their different frame lengths),
this resulted in M = 11400 and N = 16800 vectors. According to the above complexity, the
expression in the curly braces of Equation 5.8 had to be computed about 3.2 · 1012 times.
After performing some of the steps discussed in Section 4.2.2 to reduce the complexity, the
computation still took more than 3 hours on a 3GHz Intel Xeon processor corresponding to
a real-time factor of about 150. It should, however, be mentioned that in several applica-
tions of voice conversion, the training can be performed offline accepting real-time factors
above 1.0. The unit selection can also be parallelized which allows for further accelerating
the computation.

5.2.2 Experiments

The following experiments were to compare text-dependent voice conversion using dynamic
time warping with the unit selection-based text-independent conversion. This was done by
conducting subjective tests assessing both the voice similarity between converted and target
speech and the overall speech quality of the conversion output. The experiments were based
on the first TC-Star evaluation corpus. From each of the 50 utterances, 10 utterances were
randomly selected to be used as test data.

For the text-independent case, the remaining 40 parallel utterances were randomly split
yielding 20 different utterances for the source and for the target speaker, respectively, to have
a real-world scenario where source and target texts are completely different. For the text-
dependent case, 20 randomly selected parallel utterances were used for training. From the
possible twelve source/target speaker combinations, each gender combination was selected
once.

In the test, 13 subjects (exclusively speech processing specialists) participated, the sys-
tem properties are shown in Table 5.3. As a standard of comparison, the results were
compared to those produced in the first evaluation campaign of the project TC-Star (cf.
Section A.1). Here, only the text-dependent data was evaluated. Both the assessed speech
data and the evaluation metrics were the same as in the present experiment. The number
of test subjects was 17. In addition to the text-dependent system according to Table 5.3, in
the TC-Star evaluation, another voice conversion system, in the following referred to as X,
was evaluated.

As subjective error measures served mean opinion scores on both voice similarity and
overall speech quality as defined in Section 2.5.3. The outcomes of the experiments are
shown in Table 5.4.
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conversion type text-dependent text-independent
intra-lingual

source/target language Spanish/Spanish

alignment technique dynamic time warping unit selection
w = 0.3

corpus first TC-Star evaluation corpus
voices 2 female, 2 male (non-professionals)
amount of training data ≈ 80s per speaker
amount of test data ≈ 40s per speaker
number of test subjects 13 professionals [17 non-professionals]

sampling rate fs = 16kHz
norm frequency fn = 100Hz

pitch mark extraction Goncharoff/Gries (automatic)

conversion technique linear transformation
features 16th order line spectral frequencies
number of mixtures 4
covariance matrix diagonal

residual prediction VTLN

acoustic synthesis time domain PSOLA

Table 5.3: Text-independent voice conversion based on unit selection: system properties of
the comparison text-dependent with text-independent voice conversion [the first
TC-Star evaluation campaign].

TC-Star

source target X text-dependent text-independent

quality 4.6 4.7 1.6 3.2 2.7 2.5

similarity 1.8 2.9 2.0 2.6 2.9

.............. .............. ..............

Table 5.4: Text-independent voice conversion based on unit selection: MOS tests on speech
quality and similarity. The table contains the results for clean source and target
speech (and the comparison of them in the case of similarity), text-independent
and text-dependent system, and those of the first TC-Star campaign on the very
same text-dependent system and another system X.

5.2.3 Conclusion

When comparing the results for speech quality and similarity of text-independent and text-
dependent techniques it turns out that, in terms of both measures, they achieve similar
performances. The similarity scores are comparable to those reported on other systems as
shown in the evaluation discussed in Section 5.3.1, whereas the speech quality was rated
worse than expected. Altogether, there is a large gap between the results of the identical
tests of the text-dependent case and the TC-Star evaluation. The speech quality scores differ
by −0.5 MOS points which could be interpreted as a considerable deterioration of speech
quality. As for the speech similarity, the difference is 0.6 MOS points corresponding to a
considerable improvement. However, as the speech samples in both tests were identical,
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5 Text-Independent and Cross-Language Voice Conversion

the reason for this virtual deterioration and improvement must be due to the evaluation
framework. The major differences between the two subjective tests are

• the subjects’ scientific background (näıve subjects in the case of TC-Star vs. speech
processing experts in the other case) and

• the fact that the second system assessed in the TC-Star evaluation, X, featured con-
siderably different characteristics – it achieved a higher voice similarity but a worse
speech quality. As motivated in Section 2.5, when being presented two techniques
of clearly distinguishable quality, obviously, the test subjects apply a relative rating:
They tend to emphasize the contrast between the compared techniques by exaggerat-
ing the scores, i.e. increasing the score of the better and decreasing that of the worse
candidate. This contradicts the idea of the MOS which is intended to produce absolute

scores certifying a certain level of performance. To overcome this tendency, it could
be helpful to define standards of comparison by presenting speech samples which are
supposed to be rated MOS = 1, MOS = 2, etc. to the subjects, before the test starts.
However, the definition of these standards of comparison itself is highly subjective and
would require extensive subjective tests or even a standardization by a recognized con-
sortium like the International Telecommunication Union which originally defined the
MOS.

The similar outcomes of text-independent and text-dependent voice conversion suggest
that the subjects seemed to cluster them into one single class and compare them to
the only other class evaluated, namely the clean speech. Taking into account this
contrasting effect, the scores of the converted voice were decreased leading to lower
speech quality MOSs. On the other hand, in the case of the TC-Star evaluation, the
presence of a third class with clearly worse speech quality led to increased scores for the
better sounding technique explaining the gap of the outcomes of both text-dependent
techniques in Table 5.4. As for speech similarity, a similar conclusion can be drawn.

5.3 From Text-Independent to Cross-Language Voice

Conversion

In the beginning of this chapter, a list with four criteria was given which are necessary to
build a text-independent cross-language voice conversion module as motivated in Section 2.2,
e.g. for the use in the speech-to-speech translation framework. The techniques presented in
this chapter so far fulfill the criteria 1, the avoidance of language-specific databases and
algorithms, 2, the avoidance of linguistic information, and 3, the avoidance of large speech
databases, such that the only remaining question is item 4, the robustness of the presented
algorithms with respect to differences of the phoneme sets of the processed languages.

In former studies [Sündermann & Ney 03a, Sündermann & Ney+ 03b], the author in-
vestigated the application of the automatic segmentation and mapping approach to the
cross-language task on the two languages German and English. However, due to the draw-
backs of the automatic segmentation and mapping discussed in Section 5.1.5, the following
investigations focus on the unit selection paradigm introduced in Section 5.2.

In training, one is given speech data of a source speaker in the target language and
data of a target speaker in any other language. The speech is aligned according to the unit
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............

Figure 5.4: The components of a speech-to-speech translation system with voice conversion.
V and L stand for voice and language, S and T for source and target.

selection paradigm, and the training is performed as described in Section 2.4.2 resulting in
the conversion parameters.

In conversion phase, an utterance of the source speaker in the target language is trans-
formed by means of the trained conversion parameters producing speech in the target lan-
guage carrying the voice characteristics of the target speaker. To illustrate this procedure,
Figure 5.4 shows the components of a speech-to-speech translation system such as the one
used in the project TC-Star (see Section A.1) with a text-independent cross-language voice
conversion module. In the following, experiments are described which aim at investigating
the applicability of the unit-selection-based voice conversion to the cross-language task.

5.3.1 Experiments

The following experiments were conducted in the framework of the second evaluation cam-
paign of the project TC-Star. The aim was to compare several approaches to voice conver-
sion – text-dependent and text-independent, intra-lingual and cross-language – of different
research groups. The second TC-Star evaluation corpus (cf. Section A.2.4) consists of four
voices, two female and two male which are of bilingual (English and Spanish) speakers. They
uttered about 160 British English and 200 Spanish phrases (about 800s of speech). From this
corpus, 10 utterances were selected for testing, the remaining data served for training. As
in Section 5.2.2, from the possible twelve source/target speaker combinations, each gender
combination was selected once.

Taking into account that English was to be target language, the bilinguality of all
involved voices allows for the following training paradigms (cf. Section 1.1):
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A. text-dependent intra-lingual – only English speech data is used for training

B. text-independent intra-lingual – only English speech data is used for training

C. text-dependent cross-language – the training is exclusively based on the Spanish speech
data of the involved speakers, but the conversion is applied to the English speech of
the respective speakers (cf. the example discussed in Section 2.2)

D. text-independent cross-language – the training is based on the English speech of the
source speaker and the Spanish speech of the target speaker

The author submitted two systems, one based on paradigm A, the other based on D. In
total, 9 systems participated in the evaluation.

To achieve the highest possible speech quality, the following changes were applied to the
baseline system of the first evaluation campaign discussed in Section 5.2.2:

• Pitch tracking. Correct and consistent pitch marks are crucial for a good acoustic
synthesis based on time domain PSOLA. Also in training, pitch mark errors can lead
to a poor estimation of the conversion parameters. Since recent studies on the reliabil-
ity of pitch mark determination algorithms [Höge & Kotnik+ 06, Kotnik & Höge+ 06]
showed that the pitch tracker used so far (Goncharoff/Gries) features a rather poor
performance, it was replaced by the Praat software [Boersma 01]. Additional Laryn-
gograph data was used to achieve a high pitch marking accuracy. After automatically
determining the pitch marks, only those training speech files were selected for the pa-
rameter training whose pitch marks could be reliably determined. This decision was
made based on informal listening tests on the PSOLA-modified speech samples. For
the test speech files where correct pitch marks are much more important some parts
were manually corrected.

• Voicing information. According to the discussion in Section 3.1, only voiced speech
portions were transformed, whereas unvoiced portions were generally copied to the
target, or, in a few cases, slightly adapted by means of VTLN-based conversion.

• Feature dimensionality. According to the considerations in Section 2.4.2, due to
the low dimensionality of the processed feature vectors, spectral details are neglected
by the features which have to be reintroduced by residual prediction. Since the latter
decreases speech quality, it is preferable to use a higher dimensionality of the feature
vector. On the other hand, one faces data sparseness leading to parameter estimation
problems when using too large dimensionalities. For the relatively large speech corpus
available in the second TC-Star evaluation campaign, the dimensionality could be
increased to 32 without perceptively affecting speech quality.

• Voices. Finally, it is to be mentioned that the voices of the second TC-Star evaluation
corpus are of professional speakers as opposed to those of the first TC-Star evaluation
corpus. This fact can be of importance as experiences in speech synthesis research
show [Black & Lenzo 03]. Professional speakers’ voices are more consistent and clear
and tend to behave better when being automatically processed e.g. by means of a pitch
tracker.
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conversion type text-dependent text-independent
intra-lingual cross-language

source/target language English/English Spanish/English

alignment technique dynamic time warping unit selection
w = 0.3

corpus second TC-Star evaluation corpus
voices 2 female, 2 male (bilingual professionals)
amount of training data ≈ 400s per speaker
amount of test data ≈ 50s per speaker
number of test subjects 14

sampling rate fs = 16kHz
norm frequency fn = 100Hz

pitch mark extraction
- of training data Praat supported by Laryngograph signal
- of test data ditto; partially manually corrected

conversion technique linear transformation
features 32nd order line spectral frequencies
number of mixtures 4
covariance matrix diagonal

residual prediction VTLN

acoustic synthesis time domain PSOLA

Table 5.5: Text-independent cross-language voice conversion: system properties.

text-dependent text-independent
source target

intra-lingual cross-language

quality 4.8 4.8 3.1 3.4

similarity 1.6 2.4 2.0

Table 5.6: Text-independent cross-language voice conversion: MOS tests on speech quality
and similarity. The table also contains the results for clean source and target
speech (and the comparison of them in the case of similarity).

In the comparison of text-dependent with text-independent voice conversion in Section 5.2,
MOSs for both speech quality and similarity were used. The same metrics were applied to
the second TC-Star evaluation campaign whose results were derived based on the opinion of
14 non-speech-professional subjects. The system properties for both submitted systems are
given in Table 5.5 and the evaluation results in Table 5.6.

To simplify interpreting these outcomes, in Figure 5.5, the performance of all competing
systems is displayed as points in a coordinate system on the MOSs of quality and similarity.
In addition to the two submissions of the author (intra-lingual and cross-language), the
following points are denoted to serve as standards of comparison:
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5 Text-Independent and Cross-Language Voice Conversion

Figure 5.5: Results of the second TC-Star evaluation campaign. MOSQ and MOSS are the
MOSs for speech quality and similarity, respectively. The gray lines are the set
of points with distance d = {3, 3.5, 4} from the theoretical optimum MOSQ =
MOSS = 5. Points without designation belong to other competing systems whose
details are disclosed in [Bonafonte & Banchs+ 06].

• Source. This is the source speech that naturally achieved the highest speech quality
but, at the same time, the lowest similarity to the target.

• Synthesis. The speech processing group at the Technical University of Catalonia
built a text-to-speech synthesis system exclusively based on the second TC-Star eval-
uation corpus. As the amount of available speech data was very limited compared to
conventional speech synthesis corpora that usually incorporate several hours of data,
the achieved sound quality was relatively poor. On the other hand, it did not convert
source speech to sound like the target but directly took speech segments (units) from
the given target speech and concatenated them. Therefore, the similarity score was
very high.

• Optimum. This is the region where an optimal voice conversion system is located.

5.3.2 Conclusion

The speech quality of both submissions was between good and fair fulfilling the goal of the
TC-Star project formulated in [Bonafonte & Höge+ 05a] (MOSQ ≥ 3.0). Interestingly, as
opposed to the studies in Section 5.2, the text-independent cross-language voice conversion
achieved a higher speech quality than the text-dependent intra-lingual conversion. In terms
of voice similarity, it was the other way around.

Both effects might be attributed to the nature of the text-independent training method:
The cost minimization described in Equation 5.8 encourages low target costs, i.e. low dis-
tances between source and corresponding target vector. The more training data is available,
the smaller these distances become (the experiments of Section 5.2 were based on about 80s
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5.4 The Speech Alignment Paradox

of speech, whereas in the current case, it was around 400s). For an infinite amount of training
data, the author expected the distances to tend to zero or a relatively small limit. However,
the more similar corresponding source and target vectors are, the less speaker-dependent
information can be trained from them. For the limit case where source and target vectors
are equivalent one gets zero vectors and identity matrices as parameters of the linear trans-
formation. In this case, the converted feature vectors are equivalent to the source vectors,
i.e., one produces the source speech as output featuring the trivial baseline similarity but a
high speech quality.

The described effect contradicts common experience in machine learning where the
availability of more training material usually allows for the extraction of more knowledge,
i.e., in the aforementioned case, one would expect that more speaker-specific information
would be trained. In the following section, this effect which the author refers to as speech

alignment paradox is investigated.
Returning to the issue of robustness (item 4 of the list of criteria given at the very

beginning of this chapter), the outcomes of the experiments described in this section show
that both the text-dependent intra-lingual and the text-independent cross-language voice
conversion achieved similar results on the task investigated in the second TC-Star evalua-
tion campaign. The frequently asked question, if the different phoneme sets of source and
target language lead to parameter estimation problems, speech with audible accent, or signal
distortions, found a satisfying answer also in experiments on other languages as for instance
Medieval German or Chinese which the author conducted in the course of other projects.

Obviously, the search for similar feature vectors as performed by Equation 5.8 can also
be successful even when the source vector comes from a phoneme that does not exist in
the target language. The algorithm straightforwardly selects the frame best resembling the
source frame, independent of the phoneme it comes from. The more data is available, the
more successful is this search, since the numerous phoneme transitions in the speech produce
a large variety of sounds not available in the standard phoneme set.

It has also to be taken into account that the linear transformation paradigm described
in Section 2.4.2 is applied to source vectors that come from canonical source speech. This
means, the baseline is not accented or distorted, and this also applies to the residuals, if
they are predicted by means of the VTLN technique. Considering the small number of
Gaussian mixtures (4 in this chapter’s experiments) suggests that the linear transformation
is not completely phoneme-dependent but rather represents the speech characteristics by
four global classes. Hence, the transformation does not affect single phonemes but converts
the voice characteristics in a more global way avoiding the aforementioned effects.

5.4 The Speech Alignment Paradox

In the previous section, it was found that when applying unit-selection-based speech
alignment to the training of a voice conversion system one faces the following effect:

......The more training data is available, the less speaker-specific information is trained.

The author expected that in the limit case, i.e., when infinitely much data was avail-
able source and aligned target speech would be identical such that the training would
be trivial. In this section, this effect, referred to as speech alignment paradox, is to be
investigated by experimental and mathematical means.
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5 Text-Independent and Cross-Language Voice Conversion

conversion type text-independent
intra-lingual

source/target language English/English

alignment technique unit selection
w ∈ {0, 0.1, . . . , 1.0}

corpus second TC-Star evaluation corpus
voices 2 female, 2 male
amount of training data 1, 2, 4, 8, 16, 32, 64, or 128 utterances per speaker

sampling rate fs = 16kHz

pitch mark extraction Praat

Table 5.7: Speech alignment paradox: system properties.

5.4.1 Experiments

The expectation that for an increasing amount of training data the aligned target speech
would more and more resemble the source can be verified by an experiment determining the
similarity of both speeches as a function of the available amount of data. The similarity of the
two parallel feature vector sequences xM

1 (source speech) and ỹM
1 (the aligned target speech

selected from the target training data yN
1 ) can be objectively expressed by their distance, or

more precisely, by the mean squared Euclidean distance of their members

D =
1

M

M
∑

m=1

|ỹm − xm|2. (5.9)

It is to be investigated if this function approaches zero (maximum similarity) when the
amount of available target training data, represented by the number of vectors in the target
data, N , or by the corresponding duration t, tends to infinity.

Due to the time behavior of the unit selection algorithm addressed in Section 5.2.1, it
is not possible to perform this experiment for very large amounts of data. Therefore, the
considered data was limited to around 600s of speech taken from the second TC-Star evalua-
tion corpus. As in Section 5.2.2, each gender combination was considered. The experiments
were carried out taking 1, 2, 4, 8, 16, 32, 64, or 128 English training utterances of the re-
spective speakers. In addition to the amount of training data, also the trade-off parameter
of Equation 5.8 was varied w ∈ {0, 0.1, . . . , 1.0}. The experiment’s properties are shown in
Table 5.7.

Independent of the voice combinations used, the outcomes were very similar. As an
example, the results of the female-male voice combination are displayed in Figure 5.6 in
double logarithmic representation. Independent of the trade-off parameter w, the values of
D almost constantly decrease38. To simplify matters, in the following, the special case w = 1
is to be investigated, the respective diagram is shown in Figure 5.7.

For the considered amounts of data, the test samples are almost located on a straight
line in double logarithmic representation. Consequently, the relation between D and t can
be approximated by

logD = c− b log t with b > 0. (5.10)

38Except for w = 0 which does not lead to a useful alignment, since no target costs are considered.
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5.4 The Speech Alignment Paradox

Figure 5.6: Speech alignment paradox: mean distance between corresponding source and
target feature vectors, D, depending on the amount of data, t, and the trade-
off parameter w. The function DDTW indicates the mean distance produced by
text-dependent speech alignment based on dynamic time warping.

Figure 5.7: Speech alignment paradox: mean distance between corresponding source and
target feature vectors, D, depending on the amount of data, t for the special
case w = 1.
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5 Text-Independent and Cross-Language Voice Conversion

D t disk space

5 5.6 s 174 kB
2 900 s = 15 min 27 MB
1 4.2 · 104 s = 11.7 h 1.3 GB

0.5 2.0 · 106 s = 22.8 d 59 GB
0.2 3.2 · 108 s = 10.3 a 9.2 TB

Table 5.8: Speech alignment paradox: required amount of data (t) for certain degrees of
similarity (D) and the corresponding hard disk space necessary for storing a
16kHz/16bit PCM version of the data.

Exponentiation yields

D = ec−b log t = ecelog t−b

= at−b with a, b > 0. (5.11)

If validity of Equation 5.11 is assumed also for amounts of data beyond the experiment’s
scope, one gets the limit

lim
t→∞

D = lim
t→∞

at−b = 0. (5.12)

This means, for very large amounts of data, the aligned speech samples become very similar
to each other (for the limit case even identical) providing evidence for the speech alignment
paradox.

Due to the computational complexity of the involved unit selection, it is not possible
to massively increase the amount of data. This is the main reason for describing the speech
alignment paradox by mathematical means as done in the next section.

5.4.2 On a Proof of the Speech Alignment Paradox

Although the empirical investigations of Section 5.4.1 were confirmed by several experimental
cycles, doubts arose on the validity of the limit value shown in Equation 5.12, since it could
be interpreted as follows:

If enough speech data is available, an arbitrary utterance of an arbitrary voice
can be produced only by selecting and concatenating units from this data.

However, the crucial point in the statement is the word enough. Applying the parameters a =
6.8 and b = 0.18 determined on the data of Figure 5.7 to Equation 5.11, the required amounts
of data for several degrees of similarity were estimated, cf. Table 5.8. The amount of necessary
data extremely grows when the mean distance between source and aligned target feature
vectors becomes smaller and soon exceeds the limits of the technical possible. Nonetheless,
since the validity of the statement phrased above could be of interest to the speech processing
community, e.g. for the design of speech synthesis systems based on large databases of pooled
speakers as proposed in [Eide & Picheny 06], in the following, the alignment technique’s
behavior for very large amounts of data is investigated by mathematical means.
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5.4 The Speech Alignment Paradox

Applying the Gaussian Mixture Model

As discussed in Section 2.4.2 speech which in the case of unit-selection-based alignment is
given by sequences of feature vectors is very often described by means of the Gaussian mixture
model – examples include speech recognition, language identification, speaker recognition,
speaking rate estimation, and gender classification. The success of the Gaussian mixture
model in these speech processing fields also suggests its application to the investigation of
the speech alignment paradox.

In order to keep things manageable, the degrees of freedom are reduced as follows:

• The dimensionality of the feature vectors is reduced to D = 1 (w.l.o.g.).

• Pooled covariance matrices identical for source and target are assumed for the feature
vector sequences to be aligned, i.e., for D = 1, the standard deviation σ is used.

The A-Priori Alignment

When having a look at the speech samples without performing any alignment one can de-
termine an a-priori value for the mean vector distance D: the expected value E1(D)39. The
latter is the expected distance between the two random vectors x and y that are distributed
according to a Gaussian mixture model, i.e. a sum of I normal distributions weighted by
α

(1)
x , . . . , α

(I)
x for the source voice and J distributions weighted by α

(1)
y , . . . , α

(J)
y for the target

voice, respectively (cf. Equation 2.8),

E1(D) =

∞
∫

−∞

E1(D|x)
I
∑

i=1

[

α(i)
x N (x|µ(i)

x , σ)
]

dx (5.13)

where E1(D|x) is the expected value of D, if x is fixed, and N (x|µ(i)
x , σ) is the probability

density function of a normal distribution given by Equation 4.3. In the following, the standard

normal distribution

f(x) =
1√
2π
e−

x2

2 (5.14)

is used, and Equation 5.13 is modified accordingly:

E1(D) =
1

σ

I
∑

i=1

α(i)
x

∞
∫

−∞

E1(D|x)f
(

x− µ
(i)
x

σ

)

dx. (5.15)

39The subindex 1 is due to the fact that this expected value is a special case of EN (D) described later in
this section.
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Now, the expected value of D, if x is fixed, is calculated:

E1(D|x) =
1

σ

∞
∫

−∞

|x− y|
J
∑

j=1

[

α(j)
y f

(

y − µ
(j)
y

σ

)

]

dy

=
1

σ

J
∑

j=1

α(j)
y





x
∫

−∞

(x− y)f

(

y − µ
(j)
y

σ

)

dy − 1

σ

∞
∫

x

(x− y)f

(

y − µ
(j)
y

σ

)

dy





=
J
∑

j=1

α(j)
y

[

σf

(

y − µ
(j)
y

σ

)

+ (x− µ(j)
y )Φ

(

y − µ
(j)
y

σ

)

]x

y=−∞

= −
J
∑

j=1

α(j)
y

[

σf

(

y − µ
(j)
y

σ

)

+ (x− µ(j)
y )Φ

(

y − µ
(j)
y

σ

)

]∞

y=x

=
J
∑

j=1

α(j)
y

[

2σf

(

x− µ
(j)
y

σ

)

+ (x− µ(j)
y )

(

2Φ

(

x− µ
(j)
y

σ

)

− 1

)

]

(5.16)

where Φ(x) is the standard normal cumulative density function thus it holds dΦ(x)
dx

= f(x).
By inserting the result into Equation 5.15, one gets

E1(D) =
I
∑

i=1

J
∑

j=1

α(i)
x α

(j)
y



2

∞
∫

−∞

f

(

x− µ
(j)
y

σ

)

f

(

x− µ
(i)
x

σ

)

dx

+2

∞
∫

−∞

x− µ
(j)
y

σ
Φ

(

x− µ
(j)
y

σ

)

f

(

x− µ
(i)
x

σ

)

dx

−
∞
∫

−∞

x− µ
(j)
y

σ
f

(

x− µ
(i)
x

σ

)

dx





=
I
∑

i=1

J
∑

j=1

α(i)
x α

(j)
y

[

T
(i,j)
1 + T

(i,j)
2 + T

(i,j)
3

]

. (5.17)

For T
(i,j)
1 and T

(i,j)
3 , there are straightforward solutions:

T
(i,j)
1 =

1

π

∞
∫

−∞

e−
(x−µ

(j)
y )

2
+(x−µ

(i)
x )

2

2σ2 dx

=
1

π

∞
∫

−∞

e−
(2x−µ

(i)
x −µ

(j)
y )

2
+(µ

(j)
y −µ

(i)
x )

2

4σ2 dx

= 2f

(

µ
(j)
y − µ

(i)
x√

2σ

)

∞
∫

−∞

f

(

2x− µ
(i)
x − µ

(j)
y√

2σ

)

dx
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T
(i,)
1 = 2f

(

µ
(j)
y − µ

(i)
x√

2σ

)

[

σ√
2

Φ

(

2x− µ
(i)
x − µ

(j)
y√

2σ

)

]∞

x=−∞

=
√

2σf

(

µ
(j)
y − µ

(i)
x√

2σ

)

; (5.18)

T
(i,j)
3 =

[

(µ(i)
x − µ(j)

y )Φ

(

x− µ
(i)
x

σ

)

− σf

(

x− µ
(i)
x

σ

)

]∞

x=−∞

= µ(j)
y − µ(i)

x , (5.19)

whereas T
(i,j)
2 requires a more complex derivation given in Section A.3.4:

T
(i,j)
2 =

√
2σf

(

µ
(j)
y − µ

(i)
x√

2σ

)

+ 2(µ(j)
y − µ(i)

x )

[

Φ

(

µ
(j)
y − µ

(i)
x√

2σ

)

− 1

]

(5.20)

yielding the requested expected value of D (in the following, the variable δ(i,j) = µ
(j)
y − µ

(i)
x ,

the difference between the means of the ith source density and the jth target density, is used):

E1(D) =
I
∑

i=1

J
∑

j=1

α(i)
x α

(j)
y

[

2
√

2σf

(

δ(i,j)

√
2σ

)

+ 2δ(i,j) Φ

(

δ(i,j)

√
2σ

)

− δ(i,j)

]

. (5.21)

For some of the following considerations, the special case I = J = 1 is to be considered
where the quantity δ = δ(1,1) is used and Equation 5.21 becomes

E1(D) = 2
√

2σf

(

δ√
2σ

)

+ 2δΦ

(

δ√
2σ

)

− δ. (5.22)

Figure 5.8 shows E1(D) as a function of δ for σ ∈ {0.5, 1, 2} and indicates the lower bound
of E1(D) given by the limit

lim
δ/σ→±∞

E1(D) = |δ|. (5.23)

This limit can also be calculated using Equation 5.15: When δ
σ

approaches infinity the
deviation of x’s distribution function becomes infinitely small as compared with its mean’s
distance to y’s mean. Consequently, the normal distribution can be replaced by the Dirac
delta function ∆ yielding

lim
δ/σ→±∞

E1(D) = lim
δ/σ→±∞

1

σ

∞
∫

−∞

E1(D|x)f
(

x− µx

σ

)

dx

= lim
δ/σ→±∞

1

σ

∞
∫

−∞

E1(D|x)∆

(

x− µx

σ

)

dx

= lim
δ/σ→±∞

1

σ

∞
∫

−∞

E1(D|σξ + µx)∆(ξ)σdξ

= lim
δ/σ→±∞

E1(D|µx) (5.24)
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Figure 5.8: Speech alignment paradox: expected value of the mean distance between two
feature vectors E1(D) as a function of the difference of the distribution means δ
and of the standard deviation σ.

Applying Equation 5.16 yields

lim
..δ/σ→±∞

E1(D) = lim
δ/σ→±∞

2σf

(

δ

σ

)

+ δ

[

Φ

(

δ

σ

)

− 1

]

= |δ|. (5.25)

Incidentally, the author found that for the special case δ = 0 and σ = 1, Equation 5.21
becomes the closed form solution of what in statistical process control is referred to as the
constant d2 (the expected distance between two instances of a standard normally distributed
random process) whose value 1.1284 determined by numerical means is given in textbooks
on process control, e.g. [Montgomery 96]:

d2 =
2√
π
. (5.26)

Towards a Closed Form Solution

After studying the a-priori alignment, the above approach is to be extended to the unit
selection-based alignment considering several mixture densities. The principal difference to
the former is the minimization in Equation 5.8 to search for the optimal sequence of vectors.
This directly affects the expected value of D given x (cf. Equation 5.16), since now the
probability density function of y is not a sum over normal distributions but over the more
complicated terms pN(y|x, j):

EN(D|x) =

∞
∫

−∞

|x− y|
J
∑

j=1

[

α(j)
y pN(y|x, j)

]

dy. (5.27)

As mentioned earlier, N denotes the number of feature vectors in the target feature vector
sequence yN

1 serving as a pool appropriate units are selected from, see Section 5.2. Again, it
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is assumed that these vectors are distributed according to a Gaussian mixture model with
J mixtures and the parameters α

(j)
y , µ

(j)
y and σ are independent of each other.

Given a mixture j, for each possible y, the probability density of the nth target feature
vector being equal to y and closest to x is calculated. The sum over all these vectors from
1 to N yields the sought-after density pN(y|x, j).

In detail: The probability density of the nth vector being equal to y is

P (j)
n =

1

σ
f

(

y − µ
(j)
y

σ

)

. (5.28)

The probability of the nth vector being closest to x means that the distance to all other
vectors yν for ν ∈ {1, . . . , N}, ν 6= n is greater than that to yn or, given yn = y, that
|yν − x| > |y − x|:

Q(j)
n = p

(

N
∧

ν=1

ν 6=n

|yν − x| > |y − x|
)

=
N
∏

ν=1

ν 6=n

p(|yν − x| > |y − x|)

= p(|ψ − x| > |y − x|)N−1

=

{

p(ψ < y ∨ ψ > 2x− y)N−1 for y < x

p(ψ > y ∨ ψ < 2x− y)N−1 otherwise

=



















(

Φ

(

y − µ
(j)
y

σ

)

+ 1 − Φ

(

2x− y − µ
(j)
y

σ

))N−1

for y < x

(

1 − Φ

(

y − µ
(j)
y

σ

)

+ Φ

(

2x− y − µ
(j)
y

σ

))N−1

otherwise

Here, ψ is a y-like distributed random variable replacing yν for ν ∈ {1, . . . , N}, ν 6= n.
Accordingly, Equation 5.27 becomes (also cf. Equation 5.16)

EN(D|x) =
J
∑

j=1

α(j)
y

∞
∫

−∞

|x− y|
N
∑

n=1

(P (j)
n Q(j)

n )dy (5.29)

=
N

σ

J
∑

j=1

α(j)
y





x
∫

−∞

(x−y)f
(

y−µ(j)
y

σ

)(

1+Φ

(

y−µ(j)
y

σ

)

−Φ

(

2x−y−µ(j)
y

σ

))N−1

dy

= −
∞
∫

x

(x− y)f

(

y − µ
(j)
y

σ

)(

1 − Φ

(

y − µ
(j)
y

σ

)

+ Φ

(

2x− y − µ
(j)
y

σ

))N−1

dy



.

85



5 Text-Independent and Cross-Language Voice Conversion

As already mentioned in Footnote 39, for N = 1, this becomes identical to Equation 5.16.
One can show that Equation 5.29 can be simplified to the problem of solving

∫

fm(x) Φn(x− δ)dx for m ∈ {1, 2} and n ∈ {0, 1, 2, . . .} (5.30)

whose closed-form solution does not seem to exist for n > 1.
However, if large values of δ

σ
are considered (cf. Equation 5.23), for the special case I = J = 1,

one gets a very exact approximation of the sought-after expected value of D as already
discussed in Equation 5.24 by

lim
δ/σ→±∞

EN(D) = lim
δ/σ→±∞

EN(D|µx). (5.31)

Considering also Equation 5.29 where y is substituted by z + µx yields

lim
δ/σ→±∞

EN(D) = lim
δ/σ→±∞

N

σ



−
0
∫

−∞

z f

(

z − δ

σ

)(

1 + Φ

(

z − δ

σ

)

− Φ

(−z − δ

σ

))N−1

dz

+

∞
∫

0

z f

(

z − δ

σ

)(

1 − Φ

(

z − δ

σ

)

+ Φ

(−z − δ

σ

))N−1

dz



 . (5.32)

For δ
σ
→ ∞, the first integral of this equation becomes zero, since

lim
δ/σ→∞

f

(

z − δ

σ

)

= 0 for z < 0. (5.33)

Moreover, for the remaining integral holds

lim
δ/σ→∞

Φ

(−z − δ

σ

)

= 0 for z > 0, (5.34)

and, taking into account Equation 5.33, the remaining integral’s lower limit can be extended
to −∞, since this adds zero. Consequently, for δ

σ
→ ∞, Equation 5.32 can be expressed by

lim
δ/σ→∞

EN(D) = lim
δ/σ→∞

N

σ

∞
∫

−∞

z f

(

z − δ

σ

)(

1 − Φ

(

z − δ

σ

))N−1

dz. (5.35)

Applying the above steps to the case δ
σ
→ −∞ and using the relations Φ(x) = 1 − Φ(−x)

and f(x) = f(−x) yields

lim
δ/σ→±∞

EN(D) = lim
δ/σ→±∞

N

σ

∞
∫

−∞

z f

(

z − |δ|
σ

)(

1 − Φ

(

z − |δ|
σ

))N−1

dz. (5.36)
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N µ(N) closed form of µ(N)

1 0 0

2 0.56
1√
π

3 0.85
3

2
√

π

4 1.03
6√
π3

arctan
√

2

5 1.16
15√
π3

arctan
√

2 − 5

2
√

π

10 1.54

100 2.51

1 000 3.24

1 000 000 4.86

Table 5.9: Speech alignment paradox: the offset constant µ(N) for different values of N .

Substituting z by |δ| − σξ and taking into account that the quotient δ
σ

disappears which
allows for removing the limit leads to

lim
δ/σ→±∞

EN(D) =
N

σ

−∞
∫

∞

(|δ| − σξ)f(−ξ) (1 − Φ(−ξ))N−1 (−σdξ)

= N

∞
∫

−∞

(|δ| − σξ)f(ξ)Φ(ξ)N−1dξ

= N |δ|
[

Φ(ξ)N

N

]∞

ξ=−∞
− σN

∞
∫

−∞

ξf(ξ)Φ(ξ)N−1dξ

= |δ| − σµ(N). (5.37)

The structure of this formula gives a qualitative overview about some of the expected
value’s characteristics. It consists of the term |δ| being independent of the standard deviation
σ and a term which is a constant with respect to |δ| but linearly depends on σ.

[David & Nagaraja 03] give solutions to µ(N) for N ∈ {1, ..., 5}, but so far, for k > 5,
the author did not succeed in finding a closed form. Table 5.9 gives some example values of
µ(N), and Figure 5.9 shows a plot of EN(D) as a function of δ for several values of N . For
large δ, the graphs approach |δ| − σµ(N) as derived in Equation 5.37, and for N = 1, one
obtains the special case discussed in Equations 5.23 and 5.25.
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. σ

. σ

. σ

. δ

. δ

Figure 5.9: Speech alignment paradox: expected value of the minimum distance between a
source feature and N target feature vectors EN(D) as a function of the difference
of the distribution means δ and the number of available target feature vectors
N ; σ = 1.

Although there is no closed form solution to µ(N) for an arbitrary N , one can derive
partial results exploiting the symmetries of f and Φ:

µ(N) = N

∞
∫

−∞

xf(x)Φ(x)N−1dx

= −N
∞
∫

−∞

ξf(ξ)(1 − Φ(ξ))N−1dξ

= −N
N−1
∑

k=0

(−1)k

(

N − 1
k

)

∞
∫

−∞

ξf(ξ)Φ(ξ)kdξ

= −
N−1
∑

k=0

(−1)k

(

N
k + 1

)

µ(k + 1)

=
N−1
∑

κ=1

(−1)κ

(

N
κ

)

µ(κ) + (−1)Nµ(N). (5.38)

This finally yields

µ(N) =
1

2

N−1
∑

k=1

(−1)k

(

N
k

)

µ(k) for N ∈ {1, 3, . . .}.

This formula enables to recursively compute µ(N) from µ(1), . . . , µ(N − 1). Unfortunately,
it holds only for odd N , so it does not allow a general statement unless a description for even
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. σ

. σ

. σ

. δ

. ξ5

Figure 5.10: Speech alignment paradox: example of the functions gN(x) and hN(x) forN = 5;
ξ5 = 0.998, cf. Equation 5.41.

N is found. However, there is a way to study the behaviour of µ(N) when N approaches
infinity:

lim
N→∞

µ(N) = lim
N→∞

N

∞
∫

−∞

xf(x)Φ(x)N−1dx

= lim
N→∞

N





0
∫

−∞

xf(x)Φ(x)N−1dx+

∞
∫

0

xf(x)Φ(x)N−1dx



 . (5.39)

f(x) is an even function, and x is odd, so xf(x) is also odd. Φ(x) is a

strictly positive, monotonous, and bounded function, hence
∫ 0

−∞ xf(x)Φ(x)N−1dx < 0 and
∫∞
0
xf(x)Φ(x)N−1dx > 0. Consequently, both terms become smaller, if gN(x) = Φ(x)N−1

is replaced by a function hN(x) which is greater than the former for x < 0 and smaller for
x > 0:

hN(x) =















gN(0) = 1
2N−1 for x ≤ 0

0 for 0 < x ≤ ξN

1
2

for ξN < x.

(5.40)

Here, ξN > 0 40 is the position where gN(x) becomes 1
2
:

ξN = Φ−1(2
1

1−N ). (5.41)

Figure 5.10 shows an example of the functions gN(x) and hN(x). Applying the definition of

40This relation is only true for N > 2 which is, however, no additional constraint, since the current investi-
gation concerns the limit for N → ∞.
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hN(x) to Equation 5.39 yields

lim
N→∞

µ(N) ≥ lim
N→∞

N

∞
∫

−∞

xf(x)hN(x)dx

= lim
N→∞





N

2N−1

0
∫

−∞

xf(x)dx+
N

2

∞
∫

ξN

xf(x)dx





= lim
N→∞

[ −N
2N−1

√
2π

+
Nf(ξN)

2

]

=
1

2
lim

N→∞
Nf(ξN). (5.42)

Employing Equation 5.41, N can be expressed as a function of ξN :

N = 1 − log 2

log Φ(ξN)
. (5.43)

Equation 5.41 shows that whenN approaches infinity ξN also tends to infinity. Consequently,
Equation 5.42 can be rewritten as

lim
N→∞

µ(N) ≥ 1

2
lim

ξN→∞
f(ξN)

(

1 − log 2

log Φ(ξN)

)

= − log 2

2
lim

ξN→∞

f(ξN)

log Φ(ξN)
. (5.44)

Application of l’Hôpital’s rule produces

lim
N→∞

µ(N) ≥ − log 2

2
lim

ξN→∞

−ξNf(ξN)
1

Φ(ξN )
f(ξN)

=
log 2

2
lim

ξN→∞
ξNΦ(ξN)

= ∞. (5.45)

Hence, the limit value for µ(N) is infinity, if N approaches infinity. However, this means
that for very large N , the approximation Equation 5.37 is not useful, since the expected
value of D is non-negative. Consequently, when N approaches infinity one must not apply
the simplifications derived in Equation 5.24, but has to consider the original definition of
D’s expected value (cf. Equation 5.15):

lim
N→∞

EN(D) = lim
N→∞

1

σ

I
∑

i=1

α(i)
x

∞
∫

−∞

EN(D|x)f
(

x− µ
(i)
x

σ

)

dx (5.46)

where EN(D|x) is declared in Equation 5.29.
In Section A.3.5, it is shown that several substitutions and the application of Lebesgue’s

dominated convergence theorem considering the fact that E1(D) is finite lead to the result

lim
N→∞

EN(d) = 0. (5.47)

This means, under the above given conditions and modeling the aligned speech by means of
Gaussian mixture densities, for infinitely much training data, the expected distance between
two aligned feature vectors becomes zero, i.e., the aligned feature vector sequences become
identical such that no speaker-specific information can be trained based on this alignment.
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5.4 The Speech Alignment Paradox

5.4.3 Conclusion

Experiments on several speaker pairs with different amounts of training data and different
settings of the weight w influencing the trade-off between target and concatenation costs
for the unit-selection-based speech alignment were conducted and assessed by means of the
objective measure D, the mean distance between aligned feature vectors. Experimental evi-
dence was found that, independent of the trade-off parameter w, the measure D approaches
zero, if the amount of training data tends to infinity. Due to the computational time behav-
ior of the speech alignment based on unit selection, the experiments could not be applied to
very large amounts of data. Therefore, a mathematical investigation of a special case of the
speech alignment paradox was carried out showing that the expected value of D approaches
zero if the number of target vectors in the training data becomes infinite.

To avoid this effect and to make sure that also for large amounts of training data speaker-
specific information can be trained, the trade-off weight w should be set dependent on the
amount of available data. In Figure 5.6, the mean distance between corresponding feature
vectors of source and target aligned by means of the unit selection paradigm is displayed
as a function of the amount of training data and w. Furthermore, the mean distance curve
produced by means of text-dependent speech alignment based on dynamic time warping is
given. As expected, this curve is almost constant with respect to the amount of training
data, since dynamic time warping performs a search limited by strong local constraints (see
Section 5.2.1) not allowing for long distance jumps and time discontinuity. The dynamic
time warping curve cuts the w = 0.3 unit selection curve at t ≈ 10s and the w = 0.2 curve
at t ≈ 400s. For an increasing amount of data, the trade-off weight w should be decreased
accordingly.
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6 Achievements and Conclusions

The voice conversion techniques discussed in this dissertation were assessed according to

• speech quality and

• similarity of converted voice and target.

Both of these aspects can be evaluated by means of mean opinion scores which allow for
displaying a technique’s performance in a two-dimensional diagram as shown in Figure 5.5.
This figure shows very clearly that there is a trade-off between these two aspects. The
stronger the similarity between converted voice and target is, the weaker the speech quality
becomes, and vice versa. The techniques discussed in this work followed both paths and led
to several remarkable outcomes:

The author applied VTLN to voice conversion and showed that

• it produces fair to good speech quality (MOS = 3.4 for female-to-male voice conversion
based on time domain VTLN in Table 3.3),

• it is able to strongly change the source voice’s characteristics (only 16% of the subjects
recognized the source voice in the experiment based on time domain VTLN in Table 3.4;
in Section 3.4.3, five well-distinguishable41 voices were produced based on one source
voice),

• signal processing can be exclusively applied in time domain (proof in Section 3.3.2),

• it is very resource-efficient making it directly applicable to embedded devices (It re-
quires 40K̄ operations per frame of the length K̄ and 12K̄ bytes, cf. Table 3.1; con-
sidering an average frame length of K̄ = 200 and a sampling rate of fs = 16kHz, this
relates to 1.28Mops/s and 2.4kB of memory),

• it can be used as residual prediction technique in conjunction with linear transformation
producing a superior speech quality (see Section 4.3).

Furthermore, the author’s investigations into residual prediction, particularly the novel
techniques of residual smoothing and the application of unit selection led to a considerable
gain in both

• speech quality (unit selection and smoothing increased the MOS by 1.0 points as
compared to residual selection, the best competing technique, see Tables 4.3 and 4.5)
and

• voice similarity (85% of the subjects recognized the target voice listening to speech
produced by residual smoothing compared to the best competing techniques, residual
codebook and residual selection only achieving 70%).

41Minimum naturalness and dissimilarity scores of 3.0.



6 Achievements and Conclusions

The development of text-independent solutions to voice conversion was focus of this
dissertation. All techniques introduced in this work (VTLN-based and linear-transformation-
based voice conversion and all residual prediction techniques) are compatible with the text-
independent paradigm introduced in Chapter 5.

Starting from a technique based on automatic segmentation and mapping of artificial
phonetic classes, the author developed a completely data-driven approach based on unit
selection which proved to produce similar speech quality and voice similarity compared with
text-dependent voice conversion (see Table 5.4). The same result was obtained when applying
text-independent voice conversion to the cross-language task as shown in Table 5.6.

Experimental observations (see Figure 5.5) showed that text-independent voice con-
version produces speech located closer to the unconverted source voice than that produced
by text-dependent voice conversion. Further experimental and mathematical investigations
confirmed this effect which lets the converted voice sound the more similar to the source,
the more speech data was used for training. For its paradoxical nature, the author called
the effect speech alignment paradox and drew the conclusion that, if enough speech data is
available, an arbitrary utterance of an arbitrary voice can be produced only by selecting
and concatenating units from this data.

The research discussed in this dissertation has significantly contributed to the scientific
progress in the field of voice conversion as indicated by

• the number of the author’s peer-reviewed publications related to this thesis (about 20),

• the number of citations to the author’s publications (more than 100),

• the number of invited speeches at international conferences, universities, and other
scientific venues (about 40),

• the fact that the author was granted a patent on voice conversion based on time domain
VTLN.

Potential future extensions of this work aim at further improving the two key properties
assessing the presented voice conversion technology:

• speech quality may be further improved by using more sophisticated acoustic synthesis
models as for instance the STRAIGHT method mentioned in Section 2.4.3. Further-
more, as discussed in Section 5.3.1, precision and robustness of the pitch tracker play
a crucial role for the quality of the output speech. Consequently, a systematic study
on pitch tracking techniques for voice conversion could be helpful, in particular for
applications dealing with non-professional recordings.

• voice similarity may gain by extending the variety of properties describing the indi-
viduals’ voice quality. For example, parameters such as jitter (random variation of
the source periodicity) or shimmer (random variation of the excitation amplitude) can
have a significant impact on the perceived voice quality (breathiness, creakiness, soft-
ness) [van Santen & Sproat+ 96]. Last but no least, it is worthwhile to investigate
speech production models which explicitly consider the interaction between voice exci-
tation and vocal tract [Rothenberg 84, Childers & Wong 94, Titze & Story 97] being
the main drawback of linear predictive coding, cf. the discussion in the gedankenex-
periment in Chapter 4.
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A Appendix

A.1 TC-Star

An important part of this dissertation’s work was performed within the framework of the
project TC-Star (Technology and Corpora for Speech-to-Speech Translation) financed by
the European Commission. Project members are 12 prestigious research institutions from
industry and universities (for details, see http://tc-star.org).

The project’s main goal is to significantly reduce the gap between human and machine
translation performance. The 36 month project starting on April 1, 2004 was to support
basic research in the areas speech recognition, machine translation, speech synthesis, and
voice conversion (cf. also Figure 5.4) in the domain of parliamentarian and other political
speeches. The long-term goal of this research is (among others) its application to real-time
translation tasks in European and other parliaments. At first, the world’s most frequently
spoken languages, Mandarin, English, and Spanish, were considered.

In the framework of TC-Star, large text and speech corpora for all of the four re-
search areas were compiled. E.g., a part of the recognition and translation data was de-
rived from about 40 hours of speech recorded at the European parliament plenary sessions
[Gollan & Bisani+ 05]. Detailed information about the voice-conversion-related corpora is
given in Sections A.2.3 and A.2.4.

In the first two TC-Star evaluation campaigns, in 2005 and 2006, impressive results were
reported in all of the aforementioned research fields as given in [Mostefa & Garcia+ 06] and
[Bonafonte & Banchs+ 06]. Some of the voice-conversion-related outcomes were discussed in
Chapters 4 and 5.

A.2 Corpora

A.2.1 Spanish Synthesis Corpus

This corpus was recorded for the use in the unit-selection-based speech synthesis system
of the Technical University of Catalonia [Bonafonte & Esquerra+ 98]. It consists of speech
uttered by two professional speakers (both genders) and the corresponding Laryngograph
data, recorded in an acoustically isolated environment. For the current work, the original
sampling rate of 32kHz was reduced to 16kHz. The total corpus size is more than one hour
for each speaker. For details, see Table A.1.

A.2.2 German Synthesis Corpus

The German synthesis corpus was generated for the use of diphone-based speech synthe-
sis in embedded systems [Hoffmann & Jokisch+ 03]. It was designed to cover all possible
German diphones (1212). A professional female and a semi-professional male speaker were
recorded using 16kHz, 16bit resolution in a professional sound studio. Details can be found
in Table A.2.



A Appendix

speakers

speaker profile professional native Spanish
number of speakers 1 female, 1 male

text

language Spanish
phonetic coverage the number of different triphones is maximized
number of utterances ≈ 1000, length about nine words

recording setup

recording environment acoustically isolated
input devices large-membrane microphone and Laryngograph
sampling rate 32kHz downsampled to 16kHz
resolution 16bit

Table A.1: Properties of the Spanish synthesis corpus.

speakers

speaker profile (semi-)professional native German
number of speakers 1 female, 1 male

text

language German
phonetic coverage each diphone is contained at least once
number of utterances ≈ 300

recording setup

recording environment acoustically isolated
input devices large-membrane microphone
sampling rate 16kHz
resolution 16bit

Table A.2: Properties of the German synthesis corpus.

A.2.3 First TC-Star Evaluation Corpus

This corpus was produced following the specifications of the TC-STAR project
[Bonafonte & Höge+ 05b]. The text had to be phonetically balanced (each diphone had to
appear at least once), and a special recording paradigm called the mimicking approach was
applied. The latter is to produce an optimal time alignment and similar prosody evolutions
of identical sentences uttered by different speakers [Kain & Macon 01]. This is to achieve a
higher quality of the text-dependent time alignment based on dynamic time warping. Fur-
thermore, the mimicking approach reduces the contribution of prosody to voice dissimilarity
when used as test data, as the present work focuses on voice quality, see Section 1.

According to the mimicking approach, first, a template speaker is recorded uttering
the whole text corpus to be considered. In a second step, the final speakers (in the case of
the first TC-Star evaluation corpus two female and two male) listen to an utterance of the
template speaker and then are asked to repeat this utterance following his pitch and timing
pattern.

The recording was carried out in an acoustically isolated room whose reverberation
time was smaller than 0.3s. The signal-to-noise ratio of the recorded speech is greater than
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A.3 Proofs

speakers

speaker profile non-professional native Spanish
number of speakers 2 female, 2 male

text

language Spanish
phonetic coverage each diphone is contained at least once
number of utterances 50, length about nine words

recording setup

recording environment acoustically isolated
input devices large-membrane and close-talk microphone, Laryngograph
sampling rate 96kHz downsampled to 16kHz
resolution 24bit downsampled to 16bit

Table A.3: Properties of the first TC-Star evaluation corpus.

40dB. A large-membrane microphone, a close-talk microphone, and a Laryngograph served
as input devices; only the first was used for the experiments in this work’s scope. The very
high recording resolution of 96kHz at 24bit was downsampled to 16kHz at 16bit to fulfill
the TC-Star evaluation specifications [Sündermann & Bonafonte+ 05]. Details are given in
Table A.3.

A.2.4 Second TC-Star Evaluation Corpus

In the second TC-Star evaluation campaign, as a new task, cross-language voice conver-
sion was considered. To be able to compare text-dependent with text-independent align-
ment techniques for the cross-language task, the corpus was required to be bilingual, see
discussion in Section 2.2. For this purpose, four professional speakers (two female, two
male), all bilingual English/Spanish, were carefully selected according to the specifica-
tions in [Bonafonte & Höge+ 05b]. They read the same text and the corresponding En-
glish text which was produced to maximize the occurrence of rare phonemes as described
in [Sündermann 05]. In doing so, they followed the mimicking approach introduced in Sec-
tion A.2.3. The recording conditions and device characteristics were the same as in the case
of the first TC-Star evaluation corpus. For details, see Table A.4.

A.3 Proofs

A.3.1 Time Correspondence of a Scaled and Shifted Discrete Fourier

Spectrum

The time correspondence x̃(t) of a Fourier spectrum scaled by α and shifted by β is to be
derived:

x̃(t) = F−1

{

X

(

ω − β

α

)}

(t) (A.1)

Taking into account the auxiliary spectrum

X ′(ω) = X

(

ω

α

)

(A.2)
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speakers

speaker profile professional native bilingual English/Spanish
number of speakers 2 female, 2 male

text

language English, Spanish
phonetic coverage each phoneme occurs at least 10 times
number of utterances 159 for English, 196 for Spanish

recording setup

recording environment acoustically isolated
input devices large-membrane and close-talk microphone, Laryngograph
sampling rate 96kHz downsampled to 16kHz
resolution 24bit downsampled to 16bit

Table A.4: Properties of the second TC-Star evaluation corpus.

implies

x̃(t) = F−1 {X ′ (ω − β)} (t). (A.3)

Equation A.2 can be expressed in time domain using the scaling theorem of the Fourier
transformation [Smith 03]:

x′(t) = αF−1{X(ω)}(αt)
= αx(αt) (A.4)

Applying the shift theorem to Equation A.3 yields

x̃(t) = eıβtF−1 {X ′(ω)} (t)

= eıβtx′(t)

= αeıβtx(αt). (A.5)

A.3.2 Time Correspondence of a Rectangular Window

The time correspondence of the rectangular window R(i) (see Equation 3.28) is to be in-
vestigated. At first, Equation 3.22 is reshaped considering the segment-dependent frame
length K(i) introduced in Equation 3.34 and the relation between K(i) and N (i) accord-
ing to Equation 3.21. From the continuous parameters ωi, discrete counterparts ni can be
approximated42:

nj =

⌊

ωj
K(i)

2π
+ 1

⌋

. (A.6)

42The subtle distinction between indices i and j is due to the fact that the parameters ni and ni+1 are to
be extracted while keeping the frame length K(i) constant.
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According to the considerations on x
(i∗)
k in Section 3.3.2, when calculating the inverse discrete

Fourier transform of R(i), at first, only one part of the two symmetric contributions of
Equation 3.19 is to be considered denoted by the (∗) superscript43:

r
(i∗)
k =

1

K

K
∑

n=1

Rn(ni, ni+1)e
2κı(n−1)

=
1

K

[

1

2
e2κı(ni−1) +

ni+1−1
∑

n=ni+1

e2κı(n−1) +
1

2
e2κı(ni+1−1)

]

=
1

K

[

ni+1−2
∑

n=0

e2κın −
ni−1
∑

n=0

e2κın +
1

2
e2κı(ni−1) +

1

2
e2κı(ni+1−1)

]

=
1

K

[

ni+1−2
∑

n=0

cos (2κn) −
ni−1
∑

n=0

cos (2κn) +

ni+1−2
∑

n=0

ı sin (2κn) −
ni−1
∑

n=0

ı sin (2κn)

+
1

2
e2κı(ni−1) +

1

2
e2κı(ni+1−1)

]

. (A.7)

Finally, the following summation formulae [Gradshteyn & Ryzhik 80]

n
∑

ν=0

cos(2κν) =
sin (κ(n+ 1)) cos (κn)

sin (κ)
, (A.8)

n
∑

ν=0

sin(2κν) =
sin (κ(n+ 1)) sin (κn)

sin (κ)
(A.9)

are applied and yield

r
(i∗)
k =

1

K









cos(κ(ni+1 − 2)) + ı sin(κ(ni+1 − 2))

sin(κ)

sin(κ(ni+1 − 1))

− cos(κ(ni − 1)) + ı sin(κ(ni − 1))

sin(κ)

sin(κni)

+
1

2
e2κı(ni−1) +

1

2
e2κı(ni+1−1)

]

=
1

K

[

sin(κ(ni+1 − 1))

sin(κ)
eκı(ni+1−2) − sin(κni)

sin(κ)
eκı(ni−1) +

1

2
e2κı(ni−1) +

1

2
e2κı(ni+1−1)

]

(A.10)

with the special case (the window’s mean)

r
(i∗)
1 =

ni+1 − ni

K
. (A.11)

43To simplify matters, in the following, the segment-dependent frame length K(i) will be referred to as K.
The same applies to κ. Rn(ni, ni+1) is the discrete counterpart to R(ω|ωi, ωi+1), cf. Equation 3.28.
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A.3.3 Real Part of a Rectangular Window’s Time Correspondence

Considering ω0 = 0 and ω1 = π, Equation A.6 produces

n0 = 1, n1 =
K(0)

2
+ 1. (A.12)

Inserting these values in Equation A.10 gives (considering Footnote 43)

ℜ
(

r
(0∗)
k

)

=
1

K

[

sin
(

π k−1
K

(

K
2

+ 1 − 1
))

sin
(

π k−1
K

) cos
(

π k−1
K

(

K
2

+ 1 − 2
))

− sin(κ)

sin(κ)
cos(κ(1 − 1))

+
1

2
cos(2κ(1 − 1)) +

1

2
cos
(

2π k−1
K

(

K
2

+ 1 − 1
))

]

=
1

K

[

sin
(

π k−1
2

)

sin
(

π k−1
K

) cos
(

π k−1
2

− π k−1
K

)

− 1

2
+

1

2
cos (π(k − 1))

]

=
1

K

[

Ak −
1

2
+Bk

]

. (A.13)

Now, four cases have to be differentiated:

• If k is odd and greater than 1, the expression k−1
2

becomes integer and yields
sin
(

π k−1
2

)

= 0 and, hence, Ak = 0. Furthermore, from the fact that k− 1 is even, one
gets cos(π(k − 1)) = 1 and Bk = 1

2
. Finally, summing up the contributions produces

ℜ
(

r
(0∗)
k

)

= 0.

• If k ∈ {2, 6, 10, . . .}, one has k−1
2

∈ {1
2
, 1

2
+ 2, 1

2
+ 4, . . .} and, hence,

sin
(

π k−1
2

)

= 1. (A.14)

Furthermore, for an arbitrary ξ holds

cos
(

ξ + π k−1
2

)

= cos ξ +
π

2
= − sin ξ. (A.15)

Setting ξ = −π k−1
K

yields Ak = 1
sin(−ξ)

(− sin(ξ)) = 1. Taking into account that

cos(π(k − 1)) = −1 for even k, one gets Bk = −1
2

and ℜ
(

r
(0∗)
k

)

= 0.

• If k ∈ {4, 8, 12, . . .}, one gets k−1
2

∈ {3
2
, 3

2
+ 2, 3

2
+ 4, . . .}. This gives

sin
(

π k−1
2

)

= −1, cos
(

ξ + π k−1
2

)

= cos ξ +
3

2
π = sin ξ. (A.16)

Using the above definition of ξ yields Ak = −1
sin(−ξ)

sin(ξ) = 1. Summing up with the

above derived Bk for even k produces ℜ
(

r
(0∗)
k

)

= 0.

• For k = 1, Equation A.11 applies:

ℜ
(

r
(0∗)
k

)

=
ni+1 − ni

K
=

K
2

+ 1 − 1

K
=

1

2
. (A.17)

The following equality resumes these cases:

ℜ
(

r
(0∗)
k

)

=

{

1
2

: k = 1

0 : k > 1.
(A.18)
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A.3 Proofs

A.3.4 Definite Integral of Gaussian Distribution and Error Function

It is to be proven that

2

∞
∫

−∞

x− µ
(j)
y

σ
Φ

(

x− µ
(j)
y

σ

)

f

(

x− µ
(i)
x

σ

)

dx (A.19)

=
√

2σf

(

µ
(j)
y − µ

(i)
x√

2σ

)

+ 2(µ(j)
y − µ(i)

x )

[

Φ

(

µ
(j)
y − µ

(i)
x√

2σ

)

− 1

]

.

By substituting x by σξ + µ
(j)
y , and defining

δ =
µ

(i)
x − µ

(j)
y

σ
, (A.20)

the proof can be rewritten as

2

∞
∫

−∞

ξΦ(ξ)f(ξ − δ)(σdξ) =
√

2σf

(−δ√
2

)

− 2σδ

[

Φ

(−δ√
2

)

− 1

]

. (A.21)

For further simplification, this equation is divided by 2σ, and the same symmetry relations
as for Equation 5.36 are applied leading to the following expression to be proven44:

∞
∫

−∞

ξΦ(ξ)f(ξ − δ)dξ =
1√
2
f

(

δ√
2

)

+ δΦ

(

δ√
2

)

. (A.22)

Look at the first term and substitute ξ = y + δ:

∞
∫

−∞

yΦ(y + δ)f(y)dy + δ

∞
∫

−∞

Φ(y + δ)f(y)dy = I1(δ) + δI2(δ). (A.23)

To determine I1(δ), integration per partes is applied with u(y) = Φ(y+δ) and v(y) = −f(y),
and, finally, considering the derivation in Equation 5.18 produces

I1(δ) =
[

− Φ(y)f(y)
]∞

y=−∞
+

∞
∫

−∞

f(y)f(y + δ)dy =
1√
2
f

(

δ√
2

)

. (A.24)

As for I2(δ), again, integration per partes is used with u(y) = Φ(y + δ) and v(y) = Φ(y)
deducing

I2(δ) =
[

Φ(y + δ)Φ(y)
]∞

y=−∞
+

∞
∫

−∞

Φ(y)f(y + δ)dy (A.25)

whose first term is 1; and for the second term, substituting y = z − δ yields

∞
∫

−∞

Φ(y)f(y + δ)dy =

∞
∫

−∞

Φ(z − δ)f(z)dz = I2(−δ). (A.26)

44The following proof is based on an unpublished work of Dr. Jaka Smrekar.
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Inserting this into Equation A.25 gives

I2(δ) + I2(−δ) = 1. (A.27)

Now, the term I2(δ) − I2(−δ) is to be computed which is by definition

I2(δ) − I2(−δ) =

∞
∫

−∞

f(x)
[

Φ(x+ δ) − Φ(x− δ)
]

dx

=

∞
∫

−∞

f(x)

x+δ
∫

−x−δ

f(u)du dx. (A.28)

Substituting u = y + x, changing the integration order, applying Equation 5.18, and substi-
tuting z = y√

2
produces

I2(δ) − I2(−δ) =

∞
∫

−∞

f(x)

δ
∫

−δ

f(y + x)dy dx

=

δ
∫

−δ

∞
∫

−∞

f(x)f(y + x)dx dy

=

δ
∫

−δ

1√
2
f

(

y√
2

)

dy

=

δ√
2

∫

− δ√
2

f(z)dz = 2

δ√
2

∫

0

f(z)dz. (A.29)

Adding Equations A.27 and A.29 yields

I2(δ) =
1

2
+

δ√
2

∫

0

f(z)dz

=

0
∫

−∞

f(z)dz +

δ√
2

∫

0

f(z)dz

= Φ

(

δ√
2

)

. (A.30)

The latter and Equation A.24 add up to the expression in Equation A.23 finishing the proof.
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A.3 Proofs

A.3.5 Limit of Expected Minimal Distances of Random Vectors

Distributed According to the Gaussian Mixture Model

It is to be proven that

lim
N→∞

EN(D) = lim
N→∞

1

σ

I
∑

i=1

α(i)
x

∞
∫

−∞

EN(D|x)f
(

x− µ
(i)
x

σ

)

dx = 0 (A.31)

with

EN(D|x) =
N

σ

J
∑

j=1

α(j)
y





x
∫

−∞

(x−y)f
(

y−µ(j)
y

σ

)(

1+Φ

(

y−µ(j)
y

σ

)

−Φ

(

2x−y−µ(j)
y

σ

))N−1

dy

−
∞
∫

x

(x− y)f

(

y − µ
(j)
y

σ

)(

1 − Φ

(

y − µ
(j)
y

σ

)

+ Φ

(

2x− y − µ
(j)
y

σ

))N−1

dy



. (A.32)

Changing the orders of limit, summation, and integration, Equation A.31 becomes

lim
N→∞

EN(D) =
I
∑

i=1

J
∑

j=1

α(i)
x α

(j)
y lim

N→∞
E

(i,j)
N (D) (A.33)

with

E
(i,j)
N (D) =

N

σ2

∞
∫

−∞

x
∫

−∞

f

(

x−µ(i)
x

σ

)

(x−y)f
(

y−µ(j)
y

σ

)(

1+Φ

(

y−µ(j)
y

σ

)

−Φ

(

2x−y−µ(j)
y

σ

))N−1

dy dx

−N

σ2

∞
∫

−∞

∞
∫

x

f

(

x− µ
(i)
x

σ

)

(x−y)f
(

y − µ
(j)
y

σ

)(

1−Φ

(

y − µ
(j)
y

σ

)

+Φ

(

2x− y − µ
(j)
y

σ

))N−1

dy dx.

(A.34)

Substituting u =
y−µ

(j)
y

σ
and v = 2

x−µ
(j)
y

σ
− u and using Equation A.20, this can be rewritten

as45

E
(i,j)
N (D) =

Nσ

4

∞
∫

−∞

v
∫

−∞

f

(

u+ v

2
− δ

)

(v − u)f(u)(1 + Φ(u) − Φ(v))N−1du dv (A.35)

− Nσ

4

∞
∫

−∞

∞
∫

v

f

(

u+ v

2
− δ

)

(v − u)f(u)(1 − Φ(u) + Φ(v))N−1du dv.

Applying integration per partes in the inner integrals [the terms Nf(u)(1+Φ(u)−Φ(v))N−1

and −Nf(u)(1−Φ(u)+Φ(v))N−1 are differentials of (1+Φ(u)−Φ(v))N and (1−Φ(u)+Φ(v))N

with respect to u] yields the equality

E
(i,j)
N (D) =

σ

4

∞
∫

−∞

v
∫

−∞

(1 + Φ(u) − Φ(v))Nf

(

u+ v

2
− δ

)((

u+ v

2
− δ

)

u− v

2
+ 1

)

du dv

45The following proof is based on an unpublished work of Dr. Jaka Smrekar.
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+
σ

4

∞
∫

−∞

∞
∫

v

(1 − Φ(u) + Φ(v))Nf

(

u+ v

2
− δ

)((

u+ v

2
− δ

)

v − u

2
+ 1

)

du dv (A.36)

Switching the roles of u and v in the second summand applying Fubini’s theorem [Rudin 87],
one obtains

E
(i,j)
N (D) =

σ

2

∞
∫

−∞

v
∫

−∞

(1 + Φ(u) − Φ(v))Nf

(

u+ v

2
− δ

)

du dv. (A.37)

Note that for u ≤ v, the expression 1 + Φ(u) − Φ(v) is at most 1, and therefore

lim
N→∞

(1 + Φ(u) − Φ(v))N =

{

1 : u = v

0 : otherwise.
(A.38)

A double application of Lebesgue’s dominated convergence theorem [Browder 96] yields

lim
N→∞

E
(i,j)
N (D) = 0 (A.39)

which, inserted into Equation A.33, finishes the proof.
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Comparative Study. In Proc. of the Czech-German Workshop, Prague, Czech Republic, 2006.
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