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Abstract. To detect and describe categories in a given set of uttesamitlout
supervision, one may apply clustering to a space thereiresepting the utter-
ances as vectors. This paper compares hard and fuzzy wetehg approaches
applied to ‘almost’ unsupervised utterance categorindiio a technical support
dialog system. Here, ‘almost’ means that only one sampérarite is given per
category to allow for objectively evaluating the perforroarof the clustering
techniques. For this purpose, categorization accuradyeafaspective techniques
are measured against a manually annotated test corpus eftheor 3000 utter-
ances.

1 Introduction

A technical support automated agent is a spoken languatgdigistem devised to
perform problem solving tasks over the phone in a similar \waayhuman agents
do [Acomb et al., 2007]. These systems are nowadays adopted afficient solution

to common problems in technical support call centers, ssctih@ long waiting time

experienced by the user, the cost of training and maintgiaitarge base of human
agents, and the scalability of the service.

One of the main features of technical support automatedsagetine natural modal-
ity of interaction with the callers. With an open-ended pptrfe.g.Please briefly de-
scribe the reason for your cdJithe system leaves the interaction initiative to the users
who are allowed to provide a description of the problem witkit own words. Be-
cause a symptom can be spoken in multiple ways and stylegréhdéanguage), user
utterances in response to open prompts may become very epmptobust semantic
analysis of the input utterance is thus necessary in orddetdify the underlying prob-
lem or symptom from the description provided by the callerc®the problem has been
diagnosed, the automated agent can guide the caller thtbegklevant troubleshoot-
ing steps towards the problem solution.

In technical support applications, the semantic analysisatural language utter-
ances is commonly based on a technology called statistzer language under-
standing (SSLU). In essence, SSLU performs a mapping ofutssances into one of
the predefined problem categories. This is generally aedidwough statistical pattern
recognition based on supervised classifiers which areetdaimith manually labelled
utterance sets in order to automatically classify new wglbutterances.



However, the manual compilation of large training corparguires an extensive
human labeling effort with high associated time cost: whatador a new application
is collected, a number of sample utterances is manuallyaedland initial categories
are defined. Then, a large set of utterances is labelled diogatio these categories. In
doing so, the human labeler potentially faces difficultissigning particular utterances
to the predefined set of categories. The labeler will thematiteely extend and alter the
category set to cover also utterances he has problems wittheéother end, it is com-
pletely unclear if the category set and its definition areso@able from the statistical
classification point of view. If category definitions are teague, labelers tend to label
similar (and sometimes even identical) utterances witfedifit categories. It is also
possible that, due to the feature set it relies on, the ¢lassannot distinguish between
utterances whereas the human labeler can. E.g., the wdésran

schedule appointmef(the caller wants to set up an appointment) and
appointment schedu(¢he caller is calling about his appointment which poten-
tially has been setup earlier)

would be labelled with different categories for their megnbeing different. A unigram
classifier (ignoring the order in which words appear) is uaab distinguish between
these utterances, though.

All these issues can potentially be overcome by means ofparsised categoriza-
tion methods which aim at producing category definitionsigntselves optimizing the
separability of the categories. This is done by taking afindabelled) utterances of a
given training set into account which then are implicitlpédied while optimizing the
category definitions.

Unfortunately, it is very hard to analyse the quality of tlaegjories, an unsuper-
vised algorithm comes up with, without a lot of human invohent (basically human
labelers going over the algorithm’s suggestions and stitgdyg rating them). There-
fore, in this publication, we trigger a basically unsupsed categorization algorithm
by means of a single manual example per category providiggestions on the number
and very gross locations of the reference categories. Memse a manually labelled
test set to estimate the algorithm’s performance. As oppts¢he above mentioned
procedure for evaluating a completely unsupervised teghmithis test is repeatable,
cheap and allows for frequent tuning cycles.

How can, however, a single example sufficiently represemtethtire diversity of
utterances in a category? What about the fact that thereeaaveral ways to express
the same (or similar) meanings? In the domain this work isie@rout (automated
troubleshooting for cable television), two example calléterances for the category
NoPictureare

— no picture
— noimage

and two examples for the categd¥pSoundhre

— no sound
— no audio

A straight-forward clustering algorithm being given, sdog first of the utterance pairs
as the single mentioned training example, would not havevtrdsimageandaudioin



its vocabulary. It, hence, would assign bothimageandno soundwith the same like-
lihood to the categoriedoPictureandNoSoundlf the algorithm knew thapictureand
imageare synonyms, asoundandaudioare, it would assign the utterances correctly.

Therefore, in this paper, we discuss feature extractiorhatt which aim at cap-
turing semantic relationships between words such as syngiayd polysemy. In par-
ticular, we analyse and compare two approaches to thefatasisin of words based on
hard and fuzzy clustering.

The remainder of the paper is organized as follows: In Seciowe present an
overview of the utterance categorization modules. In the section, we pay special
attention to the feature extraction module incorporatiitihee hard or fuzzy cluster-
ing. Finally, we describe our evaluation methods and dscesults as well as further
directions of the work in Sections 4 and 5, respectively.

2 Utterance categorization with three modules

Automated speech utterance categorization was introdatexit ten years ago
to allow the caller to use unconstraint natural speech toresspthe call rea-
son [Gorin et al., 1997]. At the same time, speech utteraatsgorization was capable
of distinguishing many more reasons than directed dialog®mon at that time, could
ever handle.

There is a number of approaches to statistical speech ntteategorization (see
[Evanini et al., 2007]) which, however, are based on a sicguifi amount of manually
labelled training data. Being provided only a single tragnutterance per category re-
quires special modifications of the categorization proceds discussed in the follow-
ing.

Figure 1 provides an overview of the utterance categodmatiodel which consists
of three sequential modules: preprocessing, featureatidna and categorization.

2.1 Preprocessing

The preprocessing module applies morphological analytsip,word filtering, and bag-
of-word representation.

First, a Part of Speech (POS) tagger [Toutanova and Manad@f)] and a mor-
phological analyser [Minnen et al., 2001] have been appbedduce the surface word
forms in utterances into their corresponding lemmas.

As a next step, stop words are eliminated from the lemmabggsare judged irrel-
evant for the categorization. Examples are the lemaadkse, be, forIn this work, we
used the SMART stop word list [Buckley, 1985] with small miachtions: in particu-
lar, we deleted confirmation termggisandno) from the list, whereas words typical for
spontaneous speeoth, ehm, uhwere treated as stop words.

The categoriser’s vocabulary is then defined as the set thclisemmas in the
preprocessed training utterancé®: = (wy,...,wp). In this work, the vocabulary
dimension isD = 1614 lemmas.

Finally, the lemmas for each utterance are combined bagaof word l.e., each
utterance is represented by’adimensional vector whose binary elements represent
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Fig. 1. Utterance categorization components. For feature eidrgdtard and fuzzy approaches
to term clustering are compared. Hard clustering can be asenhard mapping of each input
pattern into a single output class (black traces). In cshteafuzzy clustering providesfazzyor
softassociation of each pattern to the output classes througbnabership matrix (grey lines).
Hard clustering can also be observed as a particular caseof tlustering, where pattern mem-
berships are either '1’ or '0’.

the presence/absence of the respective vocabulary elémtbetcurrent utterance:

BW = (by,...,bp) (1)

2.2 Feature extraction

In order to extract the set of salient features for utteraategorization, we apply clus-
tering to the vocabulary terms. The rational for the use whieclustering is the need
for extracting semantic effects, such as synonymy and palys which may not be
represented in the original bag of words. Here, we distisigbietween hard and fuzzy
term clustering.

In hard term clustering, each input pattern is unequivgcalbcated to one out-
put cluster. This approach may be adequate for capturingustically related terms
(e.g. synonyms) in output semantic classes. In contrastzayfclustering algorithm
associates the input patterns to all output classes thraughtrix with membership
degrees. If a considerable number of polysemous terms éaitbral related meanings)
is present in the input data, fuzzy techniques should thendre appropriate.

After the feature extraction phase, each input bag of woRI§’] is accordingly
transformed into a feature vectéy. Details of the feature extraction based on hard and
fuzzy clustering and the representation of new featureovedre discussed in Sec-
tions 3.2 and 3.3, respectively.

% In the following, we also ustermas a synonym folemma



2.3 Utterance categorization

In order to categorise a test utterance represented bygtsfoaords or feature vector
into one of V categories, we use the Nearest Neighbor (NN) algorithns @lgorithm
requires a codebook of prototypes composed of one labettedance per category.
Each input utterance is then assigned to the category ofdkest prototype. The prox-
imity of an input utterance to the prototypes is here catealaccording to the inner
product between their feature vectoFy,and Fj:

S(Fa, Fb) = Fa . Fb. (2)

3 Term clustering

3.1 Term vector of lexical co-occurrences

A frequently reported problem to word clustering is the adeq representation of word
lemmas in vector structures so that mathematical (disleiityi metrics applied to term
vectors can reflect the terms’ semantic relationships [domtery, 1975]. We follow a
second-order term co-occurrence criterion [Picard, 19&9letecting word-semantic
proximities:

Two words are similar to the degree that they co-occur withilar words.

Consequently, each vocabulary term is represented in &-dimensional vector of
lexical co-occurrences:

Wi = (¢i1,.--,¢p) 3
wherein the constituents; denote the co-occurrence of the termysandw,, normal-
ized with respect to the total sum of lexical co-occurrerfoethe termw;:

nécij

Cii = ————.
YN e,
i

(4)

Here,nc;; denotes the total number of times thatandw; co-occur. Finally, in order to
extract the terms’ semantic dissimilarities, we have usedtuclidean distance between
term vectors.

3.2 Hard term clustering

As mentioned in Section 2.2, a hard clustering algorithnegdaeach input pattern into
a single output cluster. Based on the complete-link catefdohnson, 1967], the pro-
posed term clusteririgoroduces a partition of the vocabulary terms given an ingat u
parameter, the maximum intra-cluster distadgge

4 The proposed clustering algorithm is a variant of the comeplimk which uses the cluster
merging condition from complete link, while the searchamiibn is based on a single link
approach. Thus, this procedure meets the complete linkittmmdor the maximum intra clus-
ter distance, and simultaneously prevents relativelyecfizgterns to be assigned into different
clusters. Note, however, that no hierarchical structueaddgram) can be drawn for the output
partitions. A hierarchical alternative would be&entroidor average linkapproach.



1. Construct a dissimilarity matri& between all pairs of patterns. Initially, each pat-
tern composes its individual cluster = {wy}.
2. Find the patterns; andw; with minimum distance in the dissimilarity matrix.

o |f the patterns found belong to different clusters # ¢, andU, a4 (Cas cp) <
din, WhereUp,qz(cq, ¢p) is the distance of the furthest elements:inandc;,
merge clusters, andcy.

e UpdateU so thatlU;; = oo.

3. Repeat step 2) whil€,,,;,, < dy, or until all patterns remain assigned to a single
cluster.

As a result of the hard term clustering algorithm, diffengattitions of the vocabu-
lary terms are obtained, depending on the input paramgieBecause the elements in
each cluster should indicate terms with a certain semaffiigtg, we also denote the
obtained clusters aemantic classeJable 1 shows examples of clusters produced by
this algorithm.

Table 1.Example utterances of semantic classes obtained by handtestering ford;,; = d on
a text corpus comprising 30,000 running words from the caision troubleshooting domain;
the average number of terms per cluster is 4.71; the totabeuwf extracted features is 1458.

speak, talk
operator, human, tech, technical, customer, represergatigent, somebody, someone, pefson,
support, service
firewall, antivirus, protection, virus, security, suitepgram, software, cd, driver
reschedule, confirm, cancel, schedule
remember, forget
webpage, site, website, page, web, message, error, server
megabyte, meg
technician, appointment
update, load, download
boot, shut, turn
user, name, login, usb
area, room, day

After hard term clustering, the bag of words remains repriegkin a binary feature
vectorFlurd-

Fhard = (bf1 9 bf27 ceey be/) (5)

where theb;, component denotes the existence of at least one member df'tes-
tracted class in the original bag of words.

Disambiguation. If applied to bags of words or feature vectors extracted frard
term clusters, the NN classifier rejects a considerable rumbambiguous utterances



for which several candidate prototypes are fouddisambiguation module has been
therefore developed to resolve the mentioned ambiguitids@ap an ambiguous utter-
ance to one of the output categories.

First, utterance vectors with more than one candidate pyo¢oare extracted. For
each pattern, we have a list of pointers to all candidateopypes. Then, the terms in
each pattern that cause the ambiguity are identified anddstora competing term list.

As an example, let us consider the utteraheent to get the virus off my com-
puter which, after pre-processing and hard term clustering,lte$u the feature set
computer get off viruslts feature vector has maximum similarity to the prototype
computer freezécategoryCrashFrozenComputgiand install protection virus(cate-
gory Security. The competing terms that produce the ambiguity are in¢hi&e the
wordscomputerandvirus. Therefore, the disambiguation among prototypes (or cate-
gories) is here equivalent to a disambiguation among cangptarms. For that reason,
as a further means of disambiguation, we estimatertfoemativenessf a termw; as
shown in Equation 6:

I(w;) = —(log(Pr(w;)) + o - log( Z cijPr(w;))) (6)
L,in

where Pr(w;) denotes the maximum-likelihood estimation for the proligbof the
termw; in the training corpus, and; refers to the part-of-speech (POS) taguof,
where N refers to nouns). POS tags have been extracted by means 8fahdford
POS tagger [Toutanova and Manning, 2000].

As it can be inferred from Equation 6, two main factors arestalnto account in
order to estimate the relevance of a word for the disambiguiat

a) the word probability and
b) the terms’ co-occurrence with frequent nouns in the carpu

The underlying assumption that justifies this second faistdhat words representa-
tive of problem categories are mostly nouns and appear icdhgus with moderate
frequencies. The parameteris to control the trade-off between the two factors. Rea-
sonable values are in the range(ef € [1, 2]) placing emphasis on the co-occurence
term; for our corpus, we use = 1.6 which we found best-performing in the current
scenario.

Finally, the term with highest informativeness is seleaetbng the competitors,
and the ambiguous utterance vector is matched to the comdsym prototype or cate-

gory.

3.3 Fuzzy term clustering

The objective of the fuzzy word clustering used for featutagtion is a fuzzy map-
ping of words into semantic classes and leads to the menipensdtrix M repre-

5 Candidate prototypes are such prototypes which share ruaxiproximity to the input utter-
ance. This happens specially when the similarity metrievben the vectors results in integer
values, e.g. in the case of using the inner product of binacyors as the aforeintroduced bags
of words and feature vectors extracted after hard word etimngy.



senting this association. We use the Pole-based overigmhistering (PoBOC) al-
gorithm [Cleuziou et al., 2004] which distinguishes two ddnof patterns: poles and
residuals.

Poles are homogeneous clusters which are as far as possibledch other. In con-
trast, residuals are outlier patterns that fall into regibetween two or more poles. The
elements in the poles represent monosemous terms, whaeeessidual patterns can
be seen as terms with multiple related meanings (polysemohs PoBOC algorithm
is performed in two phases: (i) pole construction, and (iijtraffectation of outliers.

In thepole constructionstage, the set of pol§sP} = { Py, -- , Pp.} and outliers
{R} are identified and separated. Poles arise from certain fdmosvn as thepole
generatorswith a maximal separation inside a dissimilarity graph.

In the multi-affectation stage, the outliers’ memberships to each polé#t} are
computed. Finally, the termy; is assigned a membership vector to edthpole as
follows:

1, if w; € Pj
]\/fij = 1-— dau(Wi7 Pj)/dmam if w; € {R} (7)
0, otherwise

whered,, (w;, P;) denotes the average distance ofdhevord to all objects inP;, and
dmaz 1S the maximum of the term dissimilarity matrix.

Finally, the feature vector obtained with fuzzy term cluisig, Fs,..,, is calcu-
lated as the normalized matrix product between the origiaglof wordsBW and the
membership matrid/:

BW(.py  M(pzpr) (8)
BW - M|

Ffuzzy =

4 Experiments

In order to evaluate the proposed hard and fuzzy word clagtenethods for utterance
classification, we compare the performance of an NN classifiectly applied to the
bag of word vectors with that after performing feature esticm. As introduced in Sec-
tion 1, this is done by comparing the output categories thpgsed algorithm assigns to
a number of test utterances with manually assigned catgjitéreof (the reference). If
both categories coincide, the automatic categorizati@oisidered correct, otherwise
it is counted as error. As overall accuracy, we define

# correctly classified test utterances
accuracy= _ 9)
# total utterances in test set

In the following, we describe the test corpus on which wewstsd the proposed algo-
rithms. Then, we report on the experimental results andlyinécuss the outcomes.

4.1 Corpus description

We used a corpus of 34,848 transcribed and annotated cttbeances gathered from
user interactions of a commercial video troubleshootirepad-rom this corpus, 31,535



utterances were used for trainfrand 3,285 utterances for test. The remaining 28 utter-
ances (one labelled utterance per category) were manuddlgted as NN prototypes.
Most of the original utterances are composed of 1 to 10 wokiter preprocessing,
we have an average of 4.45 terms per utterance. The final wlacgbs composed of

D = 1614 terms; we distinguisiv = 28 distinct categories in this work.

4.2 Results

Table 2 shows accuracies on the test set achieved by sevefaurations of the NN
classifier: (i) no feature extraction (bag-of-word matd)ir(ii) fuzzy term clustering,
and (iii) best partition obtained with hard word clusterifpsults obtained with the
further use of the disambiguation procedure directly aggpio bags of words or feature
vectors after hard word clustering are also presentedllf;iaa a standard of compari-
son, we also report the accuracy of a ‘trivial’ classifier ghassigns the most frequent
category to every utterance.

Table 2. Results of utterance categorization experiments usingrakfeature extraction tech-
nigues.

Classifier Clustering Disambiguation Accuracy

trivial - - 12.5%
NN - no 45.0%
NN - yes 57.0%
NN Fuzzy no 50.0%
NN Hard no 50.8%
NN Hard yes 62.2%

A second comparison of the utterance classification acgustes obtained with
hard and fuzzy clustering methods is shown in Figure 2. Ircttse of hard clustering,
results make reference to different cluster partitionsioletd with distinct values of
the intra cluster threshold distanag,(), normalized with respect to the largest value
(d¢n,,..) used in our experimenftsAlso, for hard clustering, results are provided before
and after disambiguation.

4.3 Discussion

Looking at the plain results without the use of disambiguatit turns out that both
hard and fuzzy word clustering achieve almost the same acgyaround 50%) out-

® As training corpus we refer to the utterances used in theifeaixtraction module for lexical
analysis and term clustering. None of these methods malesfuthe utterances’ manual
annotations.

" The range ofl;;, values used in hard clustering has been selected throughadysis of the
term distances histogram, so that a majority of words aresed in this range.
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Fig. 2. Comparison of utterance categorization accuracies adifaiith feature extraction based
on fuzzy and hard clustering, before and after the disanalign procedure (hard clustering case)
is applied.

performing the baseline NN classifier that uses raw bagarfdwectors by more than
5%.

Although both performances are similar, the nature of thesification errors made
by fuzzy and hard word clustering potentially differ. In thezy clustering case, fea-
ture vectors are composed of real numbers whereas the hestérihg vectors are bi-
nary (cf. Section 3.2). Hence, the distance measures irotiheef case are real, in the
latter case integer. As for the example in Section 3.2, @roftappens that one or more
competing categories result in the very same distancerigadia considerable number
of ambiguous cases.

This fact motivated the use of the disambiguation moduléeéd, the disambigua-
tion led to significant improvements in the utterance catiegtion performance. The
accuracy maximum (62.2%) is reached by the combination af tem clustering and
disambiguation. This classifier configuration outperfothesNN classifier with disam-
biguation by 5.2% and the baseline by a considerable 17.2%.

5 Conclusion

Given only one sample utterance per category, the prop@dedarization scheme pro-
duces up to 62.2% correct classification results in our teshario using hard term
clustering as feature extraction in conjunction with a dibayuation procedure. With-
out disambiguation, utterance categorization accurdmnjesgp to 50% are reached by
both fuzzy and hard term clustering. The classificationrsrodserved with hard word



clustering are partially due to ambiguities produced dyfeature vector matching. In

this latter case, the categorization can potentially befrefin the further use of a dis-

ambiguation scheme as demonstrated in our experimentsawéhas conclude that

the most appropriate utterance categorization schemegtheranalyzed techniques is
based on hard term clustering.

In the future we aim at studying bootstrapping techniquegchvinelp enlarge
very small training sets automatically. Also subject of lgsia are new utterance
(dis)similarity metrics which make direct use of terms’ sartic (dis)similarities, in
order to avoid the limited performance of an intermediatentelustering approach.
This is to increase the ratio between correct and incor@egorizations being one of
the most important criteria in commercially deployed apggiions.
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