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Abstract

We have previously presented HALEF–an
open-source spoken dialog system–that
supports telephonic interfaces and has
a distributed architecture. In this paper,
we extend this infrastructure to be
cloud-based, and thus truly distributed and
scalable. This cloud-based spoken dialog
system can be accessed both via telephone
interfaces as well as through web clients
with WebRTC/HTML5 integration,
allowing in-browser access to potentially
multimodal dialog applications. We
demonstrate the versatility of the system
with two conversation applications in the
educational domain.

1 The HALEF spoken dialog system

The HALEF (Help Assistant–Language-Enabled
and Free) framework leverages different
open-source components to form a spoken
dialog system (SDS) framework that is modular
and industry-standard-compliant: Asterisk, a
SIP- (Session Initiation Protocol), WebRTC-
(Web Real-Time Communication) and PSTN-
(Public Switched Telephone Network) compatible
telephony server (van Meggelen et al., 2009);
JVoiceXML, an open-source voice browser
that can process SIP traffic (Schnelle-Walka
et al., 2013) via a voice browser interface
called Zanzibar (Prylipko et al., 2011); Cairo,
an MRCP (Media Resource Control Protocol)
speech server, which allows the voice browser
to initiate SIP or RTP (Real-time Transport
Protocol) connections from/to the telephony
server (Prylipko et al., 2011); the Kaldi (Povey
et al., 2011) and Sphinx-4 (Lamere et al., 2003)
automatic speech recognizers; Festival (Taylor
et al., 1998) and Mary (Schröder and Trouvain,
2003)–text-to-speech synthesis engines; and an

Apache Tomcat-based web server that can host
dynamic VoiceXML (VXML) pages and serve
media files such as grammars and audio files
to the voice browser. HALEF includes support
for popular grammar formats, including JSGF
(Java Speech Grammar Format), SRGS (Speech
Recognition Grammar Specification), ARPA
(Advanced Research Projects Agency) and WFST
(Weighted Finite State Transducers). Figure 1
schematically depicts the main components of the
HALEF system. Note that unlike a typical SDS,
which consists of sequentially-connected modules
for speech recognition, language understanding,
dialog management, language generation and
speech synthesis, in HALEF some of these are
grouped together forming independent blocks
which are hosted on different virtual machines
in a distributed architecture. In our particular
case, each module is hosted on a separate server
on the Amazon Elastic Compute Cloud (EC2)1.
This migration to a cloud-based distributed
computing environment allows us to scale up
applications easily and economically. Further,
added integration and compatibility with the
WebRTC standard2 allows us to access HALEF
from within a web browser, thus allowing us to
design and develop multimodal dialog interfaces
(that potentially can include audio, video and text,
among other modalities). For further details on the
individual blocks as well as design choices, please
refer to (Mehrez et al., 2013; Suendermann-Oeft
et al., 2015). In this framework, one can serve
different back-end applications as standalone
web services on a separate server. Incorporating
the appropriate start URL of the web service in
the VXML input code that the voice browser
interprets will then allow the voice browser to
trigger the web application at the appropriate
point in the callflow. The web services in our

1http://aws.amazon.com/ec2/
2http://www.w3.org/TR/webrtc/
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Figure 1: System architecture of the cloud-based
HALEF spoken dialog system depicting the
various modular open-source components.

case typically take as input any valid HTTP-based
GET or POST request and output a VXML page
that the voice browser can process next. In the
next section, we describe a software toolkit that
can dynamically generate a sequence of VXML
pages from a dialog flow specification.

We also developed a logging interface that helps
users view log messages from the Tomcat server,
speech server and voice browser in real time to
facilitate debugging and understanding of how
to improve the design of the item dialog flow.
This web-based tool allows designers to observe
in real time the output hypotheses generated
by the speech recognition and natural language
understanding modules at each dialog state, as
well as hyperlinks to the grammars and speech
audio files associated with that state. This allows
even dialog flow designers with minimal spoken
dialog experience to monitor and evaluate system
performance while designing and deploying the
application.

2 The OpenVXML dialog-authoring
suite

Also integrated into the HALEF framework
is OpenVXML (or Open Voice XML), an
open-source software package3 written in Java
that allows designers to author dialog workflows
using an easy-to-use graphical user interface,
and is available as a plugin to the Eclipse
Integrated Developer Environment4. OpenVXML
allows designers to specify the dialog workflow
as a flowchart, including details of specific

3https://github.com/OpenMethods/OpenVXML
4www.eclipse.org
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Figure 2: Example design of a workplace
pragmatics-oriented application.

grammar files to be used by the speech recognizer
and text-to-speech prompts that need to be
synthesized. In addition, they can insert “script”
blocks of Javascript code into the workflow that
can be used to perform simple processing steps,
such as basic natural language understanding on
the outputs of the speech recognition. The entire
workflow can be exported to a Web Archive (or
WAR) application, which can then be deployed on
a web server running Apache Tomcat that serves
Voice XML (or VXML) documents.

3 Applications

Figures 2 and 3 show example workflows
of conversational items developed using
OpenVXML. The caller dials into the system and
then proceeds to answer a sequence of questions,
which can be either be stored for later analysis
(so no online recognition and natural language
understanding is needed), or processed in the
following manner. Depending the semantic
class of the callers’ answer to each question (as
determined by the output of the speech recognizer
and the natural language understanding module),
they are redirected to the appropriate branch of
the dialog tree and the conversation continues
until all such questions are answered. Notice that
in the case of this simple example we are using
rule-based grammars and dialog tree structures,
though the system can also natively support more
sophisticated statistical modules.

4 Conclusions

We have presented a prototype conversation-based
application that leverages the open-source



Continue
YES

NO

Default

Continue Continue

Continue

ContinueContinue

Continue

YES

NO

Default Continue

Continue

NOYES Default

Continue Continue Continue

Continue

Continue

Continue

Continue

Continue

Continue

Continue

Continue

Continue
Continue

NO

YES

Continue

Default

Interesting

I see

Is the answer

affirmative?

Branch
Default

Welcome

Could you tell me
more about your
education?

Begin
Do you plan to
return to school
for higher studies?

Let's talk about
your experience

Have you ever quit
a job before?

That's unfortunate

Okay, that's great

Move on

Is the answer
affirmative?

Branch
Have you ever
spoken before a
group of people?

Is the answer
affirmative?

Branch

Great! I seeOkay, move on.

Well I have been
asking you a lot of
questions. Do you
have any

questions for me?Return

Get back to you
later

Thanks, was a
pleasure

Is the answer
affirmative?

Branch

Figure 3: Example workflow design of a demo interview test application.

HALEF spoken dialog framework. HALEF
can be accessed online at the following URL:
https://sourceforge.net/p/halef.
One can also call into HALEF for a demo
of the interview item at the following
US-based telephone number: (206) 203-5276

(Extension:7749).
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