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Abstract
In the framework of the European speech-to-speech translation project TC-Star, one of the research tasks is cross-language voice conver-
sion. In the recent second evaluation campaign, five participants presented their intra-lingual as well as cross-language voice conversion
systems that were applied to three languages. In this paper, we discuss the results of Siemens’ submissions and describe the underlying
system characteristics.

1. Introduction
The aim of the European speech-to-speech translation
project TC-Star (Ḧoge, 2002) is to recognize speech of an
English-speaking person, translate it to a target language
(Spanish or Mandarin) and then transform it to speech using
a text-to-speech synthesizer. Finally, the baseline voiceof
the synthesizer is to be converted to the voice of the source
speaker to preserve its individuality. The latter process is
referred to asvoice conversion. Figure 1 shows the compo-
nents of a speech-to-speech translation system with voice
conversion.
According to the source-filter model (Acero, 1998), most
voice conversion techniques are based on a vocal tract and
excitation model of the source and target speaker or its dif-
ferences, respectively. The model parameters are estimated
in a training step where speech frames of source and tar-
get speaker with equivalent phonetic contents are required
(Stylianou et al., 1995). To achieve this phonetic equiva-
lence, in general, utterances of both speakers based on the
same text (parallel utterances) are used and then aligned us-
ing dynamic time warping (DTW) or, if the text is known,
forced alignment. Since this approach, which we calltext-
dependent (Sündermann et al., 2004), is only applicable if
both speakers speak the same language, it is mostly used
for intra-lingual voice conversion.
Naturally, when dealing with speech-to-speech translation,
source and target speaker do not speak the same lan-
guage, so we face the cross-language task. However, cross-
language voice conversion does not necessarily imply a
need for text-independence as Mashimo et al. (2001) have
suggested:
Their Japanese-English voice conversion algorithm was
trained using bilingual source speakers. In training, parallel
English utterances of source and target speaker were used,
whereas in conversion phase, the source speaker spoke
Japanese. According to our experience, speech quality and
conversion success are often independent of if training and
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Figure 1: The components of a speech-to-speech transla-
tion system with voice conversion.V andL stand for voice
and language,S andT for source and target.

conversion are applied to the same language or not. Similar
results were shown in another publication of the aforemen-
tioned authors (Mashimo et al., 2002).
Often, there is no bilingual source speaker available, in par-
ticular if we deal with uncommon languages as, e.g., Croa-
tian (Black et al., 2002), Arabic (Waibel et al., 2003) or
Pashto (Franco et al., 2003). Furthermore, in a speech-to-
speech translation framework, the source speaker, whose
voice is used for building a text-to-speech synthesizer, is
a professional, carefully selected according to various sub-
tle criteria, cf. (Bonafonte et al., 2005b). This is one of
the reasons why we also investigated text-independent so-
lutions for voice conversion training.
In the following section, we compare Siemens’ intralingual



and cross-language training methods which were applied
in the second TC-Star evaluation campaign. Evaluation re-
sults and their interpretation are discussed in Section 3.

2. From Intra-Lingual to Text-Independent
Cross-Language Voice Conversion

2.1. Text-Dependent Intra-Lingual Voice Conversion

As suggested one decade ago by Stylianou et al. (1995), we
use a conversion function based on linear transformation in
feature space. The parameters of the conversion function
are derived using a joint Gaussian mixture model (GMM)
of source and target speech features. This approach is
still state-of-the-art and regarded as robust and capable of
producing high speech quality (Ye and Young, 2004).
As features, line spectral frequencies (LSFs) have shown
to have superior properties compared to other features
commonly used in speech processing (as mel frequency
cepstral coefficients or linear predictive coefficients) (Ye
and Young, 2004).
Furthermore, most voice conversion systems apply
pitch-synchronous processing, since this allows for using
standard pitch modification techniques to change prosod-
ical properties of the source speaker to come closer to
those of the target speaker. I.e., a speech frame (which is
basis for computing a feature vector) consists of one pitch
period.
As already mentioned in Section 1., our intra-lingual voice
conversion is based on the text-dependent paradigm, i.e.,
we use parallel utterances of source and target speaker
which are aligned by means of DTW, derive parallel feature
vector sequences and, finally, train the parameters of the
joint GMM.

Vocal Tract Length Normalization. According to
(Sündermann et al., 2005), in addition to the feature
conversion by means of linear transformation, we have to
consider the speaker dependence of the underlying resid-
ual. Just applying the converted features to the unchanged
source residuals might lead to a voice that is different
from both source and target speaker. The aforementioned
publication studies several techniques that successfully
change the speaker identity, however, all these techniques
considerably deteriorate the speech quality.
Since from our point of view the signal quality was of
higher priority, we decided to apply vocal tract length nor-
malization (VTLN) to the residuals of the source speech,
a technique that often is able to essentially contribute to
change the source speaker identity towards that of the
target speaker while barely affecting the speech quality
(Sündermann et al., 2003). In conjunction with the linear
transformation, we expected a reasonable conversion
performance (S̈undermann et al., 2006a).
VTLN is well-known from speech recognition where it
serves as speaker normalization technique assuming that
an important part of the speaker dissimilarity is caused
by differences in vocal tract lengths. A normalization of
the latter can be achieved by warping the frequency axis
of the magnitude spectrum. We applied a linear warping
function, whose slope, the warping factor, can be estimated
by minimizing the spectral distance between warped source

and target speech.
Although studies from the speech recognition domain
(Pitz and Ney, 2005) have shown that using both linear
transformation and VTLN cannot help because the latter is
included in the former, we recently found out that this does
not apply to VTLN transforming the residual spectrum
rather than the spectral envelope which is represented by
the features (S̈undermann et al., 2006c).

Voicing information. According to Ye and Young (2004),
most of the speaker-dependent information is carried by
the voiced signal parts, whereas the unvoiced parts are
almost speaker-independent. Consequently, it makes sense
to copy the source speech signal in unvoiced parts and only
apply the conversion to voiced sections. In order to take
the potential (but sparse) speaker dependence of unvoiced
sounds into account, we applied VTLN also to the spectra
of unvoiced sounds using a separate warping factor.

2.2. Text-Independent Cross-Language Voice
Conversion

We already mentioned in Section 1. that the main difference
between text-dependent intra-lingual and text-independent
cross-language voice conversion is the missing parallelism
between training utterances of source and target speaker.
Hence, for our cross-language system, we took the same
architecture as for the intra-lingual one but applied the re-
cently presented text-independent voice conversion param-
eter training with unit selection (S̈undermann et al., 2006a).
It takes two sequences of feature (LSF) vectors representing
source and target speech,xM

1 andyN
1 , and selects from the

latter the feature vector sequenceỹM
1 that optimally corre-

sponds to the source sequence. This is done by taking two
criteria into account:

• The distance between source and corresponding target
features (target cost) is minimum (optimal correspon-
dence).

• The distance to the neighbors of the corresponding
target feature vector (concatenation cost) is minimum
(optimal naturalness).

Mostly, these optima do not coincide, and we must get by
with a compromise between both: We search for the mini-
mum of the weighted sum of target and concatenation cost
for each source feature vector:

ỹM
1 =arg min

yM

1

M
∑

m=1

{

∑

αS(ym−xm)+(1−α)S(ym−1−ym)
}

.

(1)

Here,S is the Euclidean distance

S(x) =
√

x′x (2)

and0 ≤ α ≤ 1 is a weight influencing the trade-off be-
tween target and concatenation cost.
The second aforementioned criterion is supposed to select



intra-lingual cross-language
training type text-dependent text-independent
conversion type intra-lingual cross-language
source language English Spanish
target language English English
alignment technique DTW unit selection
sampling rate / quantization 16kHz / 16bit
speakers 2 female, 2 male (bilingual professionals)
amount of training data ≈ 400s per speaker and language
pitch mark extraction

- of training data automatic, supervised
- of test data automatic, manually corrected

features LSF
order 32
number of GMM mixtures 4
covariance type diagonal
residual prediction/conversion VTLN

Table 1: Characteristics of Siemens’ voice conversion techniques assessed in the scope of the second TC-Star evaluation
campaign.

naturally smooth segments1 from the target feature vector
sequenceyM

1 . Since the optimal concatenation we expect
is that of vectors which are neighbored in the original target
speech,ym andym+1, we regard the concatenation cost of
such a vector pair to be zero rather than to be the Euclidean
distance according to Eq. 2.
On the other hand, the Euclidean distance between two
identical vectors is zero, a fact that would support repeti-
tions of the same vectors. To avoid this effect that could
lead to undesirable voicing of the respective signal section,
the concatenation cost between identical vectors is assigned
infinity.
After determiningỹM

1 , conventional voice conversion pa-
rameter training is performed as discussed in Section 1.
Unlike text-dependent training based on bilingual speak-
ers (Section 1.), this time, the joint GMM is already cross-
lingual, consequently, there is no language-dependent mis-
match between training and conversion.

3. Evaluation
In this section, we discuss the evaluation of the above
described techniques in the framework of the second
TC-Star evaluation campaign performed in March and
April 2006.
The evaluation was carried out by the independent re-
search institute ELDA and concerned all components of
the speech-to-speech translation system introduced in
Section 1.: speech recognition, machine translation, speech
synthesis, and voice conversion.
The voice conversion evaluation concerned all three TC-
Star-related languages, British English, Spanish, Mandarin;
five research groups – Chinese Academy of Sciences, IBM,
Nokia, Siemens (ourselves), and the Technical University

1or units; that is, where the termunit selection stems from.
This paradigm is well-known from concatenative speech synthe-
sis where optimal speech units are selected and concatenated, cf.
(Hunt and Black, 1996).

of Catalonia – took part.
Siemens participated with both text-dependent intra-
lingual (English2 and Spanish) as well as text-independent
cross-language voice conversion (Spanish to English), for
the characteristics refer to Table 1.

3.1. Evaluation Metrics

The evaluation was based on the following subjective error
measures:

• To assess the overall speech quality, we used the mean
opinion score (MOS) well-known from telecommuni-
cations (itu, 1996). For each speech sample, the sub-
jects were asked to rate the speechquality on a five-
point scale (1 forbad, 2 for poor, 3 for fair, 4 for
good, 5 for excellent). The average over all samples
and participants is referred to as MOSQ.

• To evaluate the conversion performance, for each con-
version method and gender combination, the subjects
listened to speech sample pairs from the converted and
the target voice and were to rate theirsimilarity on a
five-point scale (1 fordifferent to 5 for identical). The
average over all samples and participants is the mean
opinion score MOSS .

3.2. Corpus

The voice conversion corpus consisted of recordings of four
professional bilingual speakers (two female and two male).
They uttered about 200 Spanish and 160 British English
phrases (about900s and800s of speech) that were recorded
using a high-quality distant microphone, a close-talk micro-
phone and a Laryngograph at96kHz, 24bit sampling rate

2This paper’s focus is the English evaluation, since in this
language, we submitted results of intra-lingual as well as cross-
language voice conversion. Furthermore, English achieved the
highest number of submissions (nine) from four competitors.



MOSQ MOSS

text-dependent intra-lingual 3.1 2.4
text-independent cross-language 3.4 2.0

Table 2: Results of the second TC-Star evaluation cam-
paign: overall speech quality and conversion performance

(for the experiments, a down-sampled version was used, cf.
Table 1). From this corpus, 10 utterances were selected for
testing, the remaining data served for training. For intra-
lingual voice conversion, the training data was based on the
English recordings only, for cross-language voice conver-
sion, the source speaker data was English, that of the target
Spanish. For details of the evaluation procedure refer to
(Bonafonte et al., 2005b).

3.3. Results

In Table 2, we compare text-dependent intra-lingual with
text-independent cross-language voice conversion in terms
of speech quality and conversion performance. The re-
sults are based on the opinion of 14 subjects whose mother
tongue is British English.
To simplify interpreting these outcomes, in Figure 2, the
performance of all competing systems is displayed as points
in an MOSS-MOSQ coordinate system. In addition to our
system’s results (intra-lingual and cross-language), the
following points are denoted to serve as standards of com-
parison:

• source. This is the source speech that naturally
achieved the highest speech quality but, at the same
time, the lowest similarity to the target.

• IBM . Only one more group, IBM, submitted a text-
independent system. It was based on a method sim-
ilar to the VTLN-based technique described in Sec-
tion 2.1. but did not make use of a linear transfor-
mation in spectral feature domain as we did; for de-
tails, refer to (Chazan et al., 2006). This submission
achieved the highest speech quality but the lowest sim-
ilarity score.

• synthesis. The speech processing group at the Techni-
cal University of Catalonia built a text-to-speech syn-
thesis system exclusively based on the speech corpus
described in Section 3.2. As the amount of available
speech data was very limited compared to conven-
tional speech synthesis corpora that usually use sev-
eral hours of data, the achieved sound quality was rel-
atively poor. On the other hand, it did not convert
source speech to sound like the target but directly took
speech segments (units) from the given target speech
and concatenated them. Therefore, the similarity score
was very high.

• optimum. This is the region where an optimal voice
conversion system is located.
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Figure 2: Results of the second TC-Star evaluation cam-
paign. The gray lines are the set of points with distance
d = {3, 3.5, 4} from the optimum MOSQ = MOSS = 5.

4. Interpretation
4.1. Speech Quality

The speech quality of both Siemens submissions, intra-
lingual and cross-language voice conversion, is between
good and fair; the TC-Star goal of at least MOSQ = 3 was
fulfilled (Bonafonte et al., 2005a).

4.2. Text-Dependence vs. Text-Independence

As we already discussed in (Sündermann et al., 2006b),
it is surprising that the speech quality of text-independent
cross-language voice conversion outperformed that of the
text-dependent intra-lingual type. For the similarity score,
the outcomes were the other way around. We attributed
both effects to the nature of the text-independent training
method:
The cost minimization described in Eq. 1 encourages low
target costs, i.e. low distances between source and corre-
sponding target vector. The more training data is avail-
able, the smaller become these distances. For an infinite
amount of training data, we expected them to tend to zero.
However, the more similar corresponding source and tar-
get vectors are, the less speaker-dependent information can
be trained from them. For the limit case, where we have
equivalent source and target vectors, we get zero vectors
and identity matrices as parameters of the linear transfor-
mation. In this case, the converted feature vectors were
equivalent to the source vectors, i.e., we would produce the
source speech as output.
In order to investigate the validity of the aforementioned as-
sumption that the distances between corresponding feature
vectors tend to zero for an infinite amount of training data,
we conducted the following objective experiment:
For different amounts of training data (ttr between 9 and
700 s) taken from the corpus described in Section 3.2., we
measured the average Euclidean distance between corre-
sponding feature vectors derived by means of the technique
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Figure 3: Text-independent parameter training: average
distance between corresponding source and target feature
vectors depending on the amount of training data.

from Section 2.2. (D) and obtained the result displayed in
Figure 3.
We observe that in double logarithmic representation, the
measuring points are almost located on a straight line which
means that the average feature vector distance depends on
the amount of training data as

D(ttr) = at−b
tr with a, b > 0 . (3)

Since we have
lim

ttr→∞

D(ttr) = 0,

the aforementioned assumption could be experimentally
substantiated, although, so far, we did not use a very large
training corpus (of several hours of speech) to show the va-
lidity of Eq. 3 also for very largettr. Furthermore, there
seems to be a strong dependence of the parametersa andb

on the weightα of Eq. 1, a behavior that is to be investi-
gated in a future study.
At any rate, these considerations suggest to carefully select
amount and nature of training data for the text-independent
training method to make sure that as much as possible
speaker-dependent information can be learned from the
data.
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Y. Stylianou, O. Capṕe, and E. Moulines. 1995. Statistical
Methods for Voice Quality Transformation. InProc. of
the Eurospeech’95, Madrid, Spain.

D. Sündermann, H. Ney, and H. Ḧoge. 2003. VTLN-
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